
Abstract: Hosting electronic commerce applications in a 
client/server architecture was problematic, and moreover 
these companies were retail focused, rather than technology 
organizations. Advent of cloud computing has solved the 
problems of technological requirements, however, handling 
massive traffic was still a challenge. Citing this reason, 
these companies relocated to public cloud environment 
expecting to resolve the issues. But, failure persisted 
owing to number of requests being increased tenfold. The 
numbers augmented due to usage of mobile and tablets 
and the existing architecture was not prepared for such a 
substantial growth and often resulted in breakdown. The 
study is an effort to mathematically evaluating the optimal 
processing time for an architecture hosted in a public cloud.
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I. IntroductIon

Electronic commerce market will jump from 14% in 2014 
to 29% by 2018, making it 1/3rd of all retail sales (Madrigal, 
2013). Also, the total market is expected to rise to $27 trillion 
by 2020 and continues to grow (eMarketer, 2016). However, 
the growth is slowdown in next few years (eMarketer, 2016). 
The slowdown is because of poor performance of sites on 
mobile devices, which accounted for 73% of sales in 2016 
(Silver, 2016). Ease to access the site from anywhere and from 
any device possesses an additional challenge for electronic 
commerce infrastructure. The infrastructure was not ready to 
face the enormous user turnout and resulted in major pitfall. 
To quote an example, Flipkart’s “Big Billion Day” in 2014 sale 
generated unprecedented buzz in the online community but 
failed drastically (Sarkar, 2014). They received 83% more hits 
than expected and over 75% of them through mobile devices 
(Julka, 2015), the server failed desolately (Priyanka Pani, 2014).  

Cloud computing moved data processing from servers 
maintained by companies into large data centers. It refers to 
applications delivered as services over the Internet as well as 

to the actual cloud infrastructure (Dikaiakos, 2009). Hosting 
electronic commerce applications into cloud and accessing 
it as services enable businesses to rapidly respond to market 
changes. The major advantages of adoption of Cloud in 
electronic commerce applications are (Kulkarni, 2015) :

 ∑ Allow businesses to respond swiftly to market 
opportunities and challenges, thereby providing 
flexibility,

 ∑ Capability to hold massive traffic without large upfront 
investments, thereby reducing capital expenditure.

It is due to this reason Flipkart has now adopted exclusive public 
cloud platform, Microsoft Azure in 2017 (Vignesh, 2017). The 
study mathematically calculates the optimal processing time, 
based on request received and response generated. By doing so, 
we can easily identify the number of requests to be processed 
per unit time, thereby avoiding failure. 

Rest of paper is organized as follows: Section 2 gives 
particulars of electronic commerce architecture adopted for 
study. The section starts with 2-tier electronic commerce 
till public cloud based architecture. Section 3 organizes the 
mathematical formulation of optimal processing time for 
architecture. Grounded on outcomes of section 3, section 4 
gives recommendations accordingly.   

II. ElEctronIc commErcE ArchItEcturE

The early electronic commerce architecture was based on 2-tier 
configuration (Alex Homer, 2000), as specified in Figure 1.

Fig. 1: 2-Tier Electronic Commerce Architecture
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As mentioned in Figure 1, the requests are received and 
processed at the server and then response is generated. The 
problem arises, when the number of request outburst, responses 
have to indefinitely wait. To eradicate the problem, 3-tier 
architecture was proposed as indicated in Figure 2 (Thiru, 
2016). In the architecture, the number of an application server(s) 
can be even be ‘n’, contingent to necessity. For simplicity, a 
hypothesis is assumed to a single request arrival and response 
departure process is generated at a time. 

Fig. 2: 3-Tier Electronic Commerce Architecture

There are two main challenges for the above-mentioned 
architecture are: 
 1. Maintenance of servers, which is both time consuming 

and expensive.
 2. Request and response generated are random and hence 

the condition of ergodicity needs to me preserved.

The first challenge is resolved by instigating cloud computing 
infrastructure as adopted from Figure 3 (Riktesh, 2013). Web 
server now no longer does entire processing of requests. The 
network of servers hosted in the cloud does the task accordingly. 

Fig. 3: B2C Electronic Commerce Architecture Implemented 
in Public Cloud

It is assumed that the number of requests which arrives at web 
server are [ ... ]r r r rn1 2 3+ + + + . These requests are random in 
nature and denoted by λ . At any time t, the number of requests 
are denoted as:

l =
+ + + +[ ... ]r r r r

t
n1 2 3  (1)

These requests are processed at severs (in the cloud computing 
environment) denoted by m. At any time t, the number of 
response are denoted as:

m =
+ + + +[ ... ]rp rp rp rp

t
n1 2 3  (2)

Figure 4 illustrates three types of processing time at the 
architecture 

Fig. 4: Types of Processing Time

At P1,  l m= ,  called as Null State. This state is practically 
neither occurring nor desirable.

At P2,  l m> ,  called as Burst State. In this state, the number of 
requests is much higher than responses that can be generated 
and results is server failure. 

At P3,  l m< , called as Ergodic State. In this state, the number of 
requests is less than responses, may results is underperformance 
of architecture.

(LK Singh, Riktesh Srivastava, 2007) studied the condition 
of ergodicity and proposed that that maximum throughput for 
ergodicity is achieved, if following condition is maintained, if 
the following condition (LK Singh, Riktesh Srivastava, 2008) 
is sustained:  

l m= + 1  (3) 

The condition as mentioned in equation (3) will be upheld 
through the mathematical formulation of optimal processing 
time. 

III. mAthEmAtIcAl FormulAtIon-optImAl 
procEssIng tImE

In order to mathematically evaluate the optimal processing 
time, the number of requests and responses are evaluated, as 
described in Figure 5 below:
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Fig. 5: Mathematical Evaluation of Processing Time

The two observations from Figure 5 are:
 1. The response time, W tr ( ), is quite high initially however 

decreases subsequently.
 2. Request time W ts ( ) is lower initially and increases at later 

stages.

Based on observations optimal processing time can be 
mathematically denoted as:
O

W t
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W tp
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p
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A. Request Time Formulation Wr(t)

For estimation of the probability of n data in the servers, certain 
assumptions are to be made. This can be given as follows:
 1. Dt is a very small time, in which only one process can 

occur, i.e., either arrival or departure.
 2. State of arrival is denoted as l and state of departure is 

denoted as m.

Probability of one arrival = l D t

and, the probability of one departure = m D t

Then, probability of no arrival = =1 l D t

and, the probability of no departure = -1 m D t

Considering n data to present at any time t and is denoted by 
Pn(t). If the time is increased from t to t + Dt, then
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Pn(t + Dt) = Pn(t) (1 – l D t) (1 – m D t) + Pn – 1(t) (l D t) + Pn + 1(t) (m D t) 

(7)

or,

P t t P t
t

0 0( ) ( )+ -D
D

 = –lPn(t) – mPn(t) + lPn – 1(t) + mPn + 1(t)

(8)

But,
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[Pn(t) = 0] for stable condition

Thus, the R.H.S. of equation (8) becomes

Pn – 1(t)l – (l + m) Pn(t) + Pn+1(t)m = 0 (9)

To solve equation (9), i  is assumed that there were 0 requests 
at time (t + Dt). This can be obtained from the states as given 
under:

P0(t + Dt) = P0 (t) (1 – l D t)

= P1(t) m D t

P t t P t
t

n n( ) ( )+ -Ê
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ˆ
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D
D

= Pn(t + Dt) = –P0(t)l + P1(t)m (10)

Thus, L.H.S. of equation (10) becomes
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= d
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{P0(t) = 0} for stable condition (11)

Hence equation (11) becomes

P1(t) = l
m
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 P0(t) (12)

From equations (9) and (11), the following can be derived as:
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Based on limiting condition, when n Æ • and 
l
m

< 1, L.H.S. 
becomes 1 and R.H.S. becomes 
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Thus equation (13) becomes
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Substituting equation (14) in equation (13), we get (Riktesh, 
2013) 
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Thus, the average response time can be evaluated as 
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B. Response Time Formulation Ws(t)

There are certain assumptions to be made:
 (1) The requests arrive at Application Servers according to 

Poisson process with parameter lt.
 (2) Response time for each request is m.

Based on assumptions (1) and (2)

Utilization, r A = Average rate X Average response rate

= l
m

 (18)

Another important assumption is r < 1, as without this 
assumption the response queue may grow without limit.

\ The probability that there are n responses in the cloud 
computing system

fi Pn = rn [1 – r] (19)

Based on figure 6, in the steady state, the expected number 
of transition from n to n + 1 should be equal to number of 
transitions from n + 1 to n.

Fig. 6: Transition from n-1 to n+1

\ lPn = mPn+1 (20)

For n = 0

P1 = l
m

 P0 = rP0  (21)

Using equation (20) repeatedly, we get

Pn = rnP0 (22)

It is also observed that 

Pnn ==
•Â 10  (23)

By equation (22)
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Since r < 1, equation (24) implies that

P0 = 1– r (25)

Expected number of responses L1 is thus 
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Simplifying equation (26), we get
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Also, the collection of servers adopted for B2C Electronic 
Commerce architecture were assumed as one server, the 
expected number of responses is denoted by L2.
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Based on equation (28), average time each response stays in 
the system 

W
L l

1
1=

-l m l( )
 (29)

and, average time each response stays in the cache

W
L
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Taking equations (29) and (30) for the total response time 
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C. Evaluating Optimal Processing Time Op

Substituting equations (17) and (31) in equation (5), we get
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Upon solving equation, we get

Op = +2 1( )r  (33)

As discussed, taking the condition of ergodicity from  equation 
(3), we get

Op = +
Ê
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ˆ
¯̃

2 2 1
m  (34)

where,

m = mWS + mAS + mDBS

Also, mWS << mAS + mDBS   (35)

m = mAS + mDBS

As mentioned by (Srivastava, 2012), the optimal performance 
by Database Server is obtained when

mDBS + 2 mDBS (36)
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+
Ê
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2 2 1
2m m.

 (37)

    

IV. conclusIon And rEcommEndAtIons

As mentioned in equation (37), optimal processing time 
inversely depends on response generated by application 
and database server(s). This clearly indicates that overall 
performance is increased when the requested is available in the 
cache, called hit, decreases otherwise.
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