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Abstract

Smishing is a combined form of short message service

(SMS) and phishing in which a malicious text message

or SMS is sent to mobile users. This form of attack has

come to be a severe cyber‐security difficulty and has

triggered incredible monetary losses to the victims.

Many antismishing solutions for mobile devices have

been proposed till date but still, there is a lack of a full‐
fledged solution. Therefore, this paper proposes an

efficient approach that analyzes text content and

uniform resource locator (URL) presented in the

SMS. We have integrated the URL phishing classifier

with the text classifier to improve accuracy as some of

the SMS contain the URL with no text or much less

text. To find out rare words in a report, depending

upon the frequency of term (TF) and the reciprocal of

document frequency TF‐inverse document frequency

(IDF), a weighting framework TF‐IDF is used. We have

used two data sets for both text as well as for URL

phishing classifier and used a synthetic minority

oversampling technique to balance the training data.

The voting classifier simply merges the findings of each

classifier passed into it and predicts the output on the

basis of voting. In proposed approach integrating KNN,

RF, and ETC can detect smishing messages with a

99.03% accuracy and 98.94% precision rate which is
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relatively efficient compared with existing ones like

SmiDCA model which has the given accuracy of

96.40% using Random Forest classifier in BFSA,

Feature‐Based it has an accuracy of 98.74% and

94.20% true positive rate and Smishing Detector it

shows an overall accuracy of 96.29%.

KEYWORD S

machine learning, mobile phishing, short message service,
smishing, uniform resource locator

1 | INTRODUCTION

1.1 | Context

The smishing word is derived from SMS+ phishing. Here SMS is short message service used to
send and receive small text messages on mobile phones.1 Smishing is defined as a malicious
activity of sending text messages pretending to be from a reputable company to steal mobile
users' personal and financial information.2 As mobile phones are small in size, easily accessible,
and have low production costs, which are increasing mobile phones' popularity.3 In mobile‐
based phishing, SMS is the most used mode to send fake messages as these messages are short
in length and difficult to predict. Attackers can steal information in many ways, that is, either
by replying back or by letting the user click on the phish link which is attached with the
message. When the user clicks on the phishing link, the user's information may be shared with
the attacker without his knowledge or a malicious mobile application will be downloaded that
will track all his movements thus harming user's personal life.4,5 This has led to monetary
damage to a large number of people and has even prompted self‐destruction of its victims,
creating a serious social issue.6

Figure 1 presents the life cycle of smishing attacks. Attackers set the message content as to
be very real. Uniform resource locator (URLs) contained in the messages may have very high
similarities with the actual/original company like facebok.com, amazon‐firstreply.com,
dehlivery.com.7‐9 This is done by misspelling one or two characters so the users accidentally
consider it as a real/nonspam link. Messages content is based on the latest trends like COVID
or can involve general messages including messages from banks or a delivery company.

1.2 | Problem definition

Smishing involves stealing of the user's financial details thus causing financial loss to the user.
As per the FBI cybercrime report (2020) the number of smishing, phishing, vishing, and
pharming victims was 241,342 and the total loss of money due to these attacks was more than
$54 million.10 Net banking facilitates users with having all bank activities with just a few clicks.
Users can withdraw money, open accounts, create deposits, transfer money digitally, and so on.
All this acts as an advantage for attackers to steal users' financial details by sending them fake
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SMS. Thus, by obtaining the user's financial and personal details, attackers steal the user's
money.11 This section presents some reasons why people fall under smishing attacks.

Lack of awareness about smishing: Many people are not aware of this malicious activity of
stealing information. Since there is very little knowledge about this, getting harmed by such
attacks is very easy. As per the survey conducted in 2020, only 30% of the people correctly know
about smishing, 21% of the people consider smishing as spam but there is a difference between
smishing and spam and the rest (49%) do not know about smishing.12

Smishing is the most popular mobile‐based phishing: With the availability of the Internet and
mobile phones, smishing attacks or we can say attacks through mobile have increased
drastically. Among all communications mediums, SMS is the only mode which has a high and
fast view rate.13 Figure 2 shows the mobile‐based phishing using different modes.

Increasing number of attacks: As per the survey conducted in 2020, smishing attacks have
increased to 328% in 2020.14 Covid act as a boom in 2020 in increasing smishing attacks. All the
information related to Covid is provided to user through SMS or internet. This acts as an
opportunity for attackers to mislead people by sending fake SMS so that people will consider it
real and hence fall in their trap.

Covid acts as a boost for smishing attacks: A lot of things have changed in covid.
Digitalization is at its peak and covid acts as a boost for smishing attacks.15,16 Updates about
vaccine or covid‐related information is done through message. Figure 3 shows a few examples
of covid‐based smishing messages. These types of smishing attacks include the message that
involves:

• Where and how you can get Covid tests if you are feeling sick.
• Where and how you can get vaccines.
• Where and how you can download the vaccine certificates.
• How you can check if you came in contact with a covid positive person.
• How you can avail insurance.

FIGURE 1 Lifecycle of smishing attacks [Color figure can be viewed at wileyonlinelibrary.com]
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• Information about lockdown.
• How to isolate if you are tested positive.

Advancement in Ecommerce and hence delivery: With the advancement in ecommerce and
availability of home delivery in almost all the areas, home deliveries are in trend.17,18 Attackers
use this opportunity and sends fake delivery message to user to steal information.19

1.3 | Proposed method

The proposed approach uses two different models for classifying the messages as smishing or
nonsmishing, namely smishing text classifier and URL phishing classifier. Smishing Text Classifier
classifies the message as smishing or nonsmishing based on the text content. This model is trained
only on the text tokens that are extracted from the data set. Some of the SMS contain the URL with
no text or much less text. So, it becomes very difficult to analyze or categorize such SMS. To overcome

FIGURE 2 Mobile‐based phishing using different modes [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 3 Examples of covid‐based smishing messages [Color figure can be viewed at wileyonlinelibrary.com]
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that problem, the URL phishing classifier is integrated along with the text classifier to improve
accuracy and precision. The training data set consists of two different types of data sets that are used
for training the proposed model. Since the data is imbalanced which results in biased outcomes and
no available paper has taken any steps for handling an imbalanced data set. Therefore, the proposed
approach handles an imbalance data set using Synthetic Minority Oversampling Technique
(SMOTE). The approach has used XGB, GBDT, RF, BgC, KNN, ETC, DT, LR, AdaBoost, BNB, MNB,
SVC, and GNB machine learning algorithms to train the model. Further, we have calculated the
accuracy of model on all data sets unscaled, scaled, and oversampled. The random forest model the
has highest accuracy 98.75% on oversample data set among all the machine learning models.

1.4 | Major contributions

Following are the major contributions of the proposed method

• The proposed approach works efficiently on small text.
• We have balanced the datasets to improve the detection accuracy and precision rate.
• We have scaled the datasets to improve the working of machine learning algorithms
• A vectorization algorithm is used to vectorize text into a format more suitable for machine
learning.

• We additionally trained phishing URLs for better detection accuracy.
• Selected features are independent of third‐party service and message history.

The rest of the paper is organized as follows: The related work is discussed in Section 2, and
the proposed method is discussed in Section 3. Section 4 provides the implementation and data
set details. Section 5 provides the details of the results and observations. Finally, Section 6
concludes the paper and discusses some future work.

2 | RELATED WORK

This section presents various existing smishing detection approaches. Most of the existing approaches
used content analysis. Various papers used traditional machine learning algorithms but some recent
papers also used advanced machine learning algorithms and artificial intelligence. Various
researchers have used different methods for URL classification, that is, either by making a URL
classifier or by including a third‐party application to check the validity of the URL.20

S‐detector21: It is a security model for detecting smishing attacks on mobile devices by
applying the proposed model to Naive Bayes classifier. It uses a statistical learning method to
filter smishing messages.

Rule‐based22: The classification approach used is decision tree, RIPPER, and PRISM. To filter
smishing messages rule selection is essential. Riles which are selected should be correlated to the
message type such that accuracy for detection of smishing messages can be increased. SMS messages
are of less length, that is, they have a length limit and it contains only text, that is, SMS does not
contain any attachments like images, docs, and so on. In comparison to email, there is no text limit
and it can also contain attachments like images, docs, graphics, and so on. The rule‐based approach is
done in three phases namely preprocessing, rule extraction, and classifier training and testing. Data
set used in rule‐based is Almeida spam data set,23 filtering of the data set is done manually to make a
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new smishing data set of 5169 messages of which 4807 are ham and 362 are smishing messages. The
result of this approach provides 99% true negative rate.

SmiDCA24: The SmiDCA model has reduced dimensionality. The machine learning based
model evaluated the accuracy of 96.40% for the English data set with the help of a random
forest classifier in BFSA. The proposed approach in this paper also includes a URL phishing
detector for better smishing classification.

Feature‐based25: This approach offers novel features that separate the smishing messages
from the normal messages. The most suspicious keywords used by attackers are also identified.
The data set used in this approach Almeida spam data set,23 filtering of the data set is done
manually to make a new smishing data set of 5169 messages of which 4807 are ham and 362 are
smishing messages. This approach has an overall accuracy of 98.74%. It is very efficient for the
detection of zero‐hour attack. However, the authors not handled an imbalance data set.

Smishing‐detector26: It is a security model to distinguish smishing through SMS content
examination and URL behavior analysis. It decreases misleading positive outcomes by utilizing
efficient strategies. The approach contains four modules specifically SMS content analyzer,
URL filter, source code analyzer, and Apk download detector. Client assent taken while
downloading the file is likewise analyzed in this module. The outcome of the proposed
approach in this paper shows an exactness of 96.29%.

Smishing‐detector implemented using Neural Network27: This paper presented an algorithm for
the smishing‐detector28 model and implemented it using neural network. The author extracted the
best seven features using a neural network and calculated the accuracy corresponding to each
extracted feature. Neural network performed better than all other machine learning algorithms and
increased the accuracy by 1.11%. Its final accuracy is 97.40%.

3 | PROPOSED APPROACH

The primary objective of our approach is to filter smishing messages from nonsmishing messages. To
achieve our goal, the proposed method is the combination of two models namely, the smishing text
classifier and the phishing URL classifier. Figure 4 shows the detailed architecture of the proposed
method. We have used two different data sets for training the respective models, so all four steps will
be performed for both models. Initially, when the message has been received, it will be scanned for
the presence of the URL. If the URL is present, it will be forwarded to the URL phishing classifier in
which all the four steps, as shown in Figure 4, will be executed. Otherwise, if the URL is not present,
then the text message will perform all four steps according to the text phishing classifier.

In a text classifier, the first step is data cleaning in which we have labeled the data as well as
removed unwanted text. Further, the cleaned data is forwarded to the preprocessing stage
where the approach performs five steps: lowercase, tokenization, removal of special characters,
removal of stopwords, and stemming as shown in Figure 5. After data preprocessing, the next
stage is feature extraction in which the system extracted six different features from the text. The
final stage is model building, which includes token analysis, vectorization, and preprocessing
data set for training the model.

Similarly, the URL phishing classifier approach performs all four steps. The first step is data
cleaning in which the system removes non‐English entries, label the data and removes the null
entries. The second stage is data preprocessing which includes tokenization and stemming. Further,
in the third stage, the approach extracted six features from the URL. Finally, the model building stage
includes token analysis, vectorization, and preprocessing data set for training the URL model.
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In addition to the above, system also performed oversampling on the data set to balance the
data sets. As the training data set contains approximately 90% of the nonsmishing messages and
10% of the smishing messages, handling the data set was necessary. Otherwise, the classifier
will give biased results. There are two ways to handle an imbalanced data set:

(a) Undersampling: In this type of handling, the data in the majority class is reduced whereas
the data in the minority class remain as it is. In this method, as we reduce the data so there
is a feature reduction. Hence, this method is not preferred.

FIGURE 4 Detailed architecture of the proposed method [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 5 Steps involved in preprocessing of smishing messages [Color figure can be viewed at
wileyonlinelibrary.com]
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(b) Oversampling: In this type, the majority class remains as it is whereas the minority class is
increased to match the count of the majority class. In this, new data points are introduced
which are very close to minority class points. In this type, there is no feature reduction, so
this method is the preferred one.

The steps involved in the execution are explained below.

3.1 | Data cleaning

This process involves cleaning data for further preprocessing. It is a process of removing
unwanted, null, incomplete, or duplicate data within the data set.28

3.2 | Data preprocessing

This phase involves preprocessing the data set for training the model, that is, converting the
data from raw form into a usable form or understandable form.29,30 Data preprocessing involves
three phases, that is, data cleaning, data transformation, and data reduction. Data
transformation involves normalization and attribute selection.31 Data reduction involves
dimensionality reduction. Figure 5 shows the steps of preprocessing.

Data preprocessing for smishing messages data set
The steps of preprocessing are:

(a) Lowercase: This involves converting the SMS into the lowercase for generalization
(b) Tokenization: This involves breaking the SMS into tokens. For our model, we use the nltk

tokenizer to divide the string into a list of words/tokens.
(c) Removal of special characters: This phase involves the removal of special characters from

the message. Tokens obtained from the above step contain special characters, which do not
play any role in the classification of messages. Therefore, in this step, we remove special
characters. Special Characters includes!”#$%&‘()*+,‐./:;<=>?@[\]^_‘{|}~

(d) Removal of stopwords: Stopwords are the most common words which are used in
grammar, that is, prepositions, pronouns, conjunctions, and so on.

(e) Stemming: Stemming is a process of reducing a word to a base word. To avoid duplicate
entries, stemming is performed as a preprocessing phase on the tokens obtained from
tokenization. Stemming of root word “like” includes likes, liked, liking, likely, and so on.

Data preprocessing for URLs:

(a) Tokenization: This involves breaking the URL into tokens. For our model, we use nltk
tokenizer RegexTokenizer (r'[A‐Za‐z] to divide a string into a list of words/tokens.

(b) Stemming: Stemming is the process of reducing a word to a base word.32 To avoid duplicate
entries, stemming is performed as a preprocessing phase on the tokens obtained from
tokenization. Stemming of the root word “like” includes likes, liked, liking, likely, and so on. In
stemming tokens obtained from the tokenization of the URLs, we have used Snowball
Stemmer.

8 | JAIN ET AL.



3.3 | Exploratory data analysis

In this phase, data analysis is done to extract the features that are relevant for model training.
Moreover, this phase also reduces the features which are not playing any role or do not have
any major contribution in predicting the result.33

Exploratory data analysis for smishing text data set:
A message is classified as smishing based on different factors involving the length of the

message, whether it contains any link or not, the number of abbreviations in it, and so on.
Following are the different factors:

(a) Label counts: It is observed that data is imbalance, that is, 91.93% of the messages are
nonsmishing while only 8.7% of the total messages are smishing.

(b) Dependency on number of characters in categorizing message: Figure 6 represents the count of
smishing and nonsmishing messages based on number of characters in the message. From the
graph, it is clear that smishing messages are neither of very fewer character counts, that is, less
than 50 nor of very high character counts, that is, greater than 200. If the messages have very
fewer characters or a large number of characters then it is more likely to fall under the
nonsmishing category. For messages having average length, that is, between 100 and 200, these
messages can be smishing or nonsmishing based on the text it contains.

(c) Dependency on number of words in categorizing message: Figure 7 presents the count of
smishing and nonsmishing messages based on the number of words in the message. From
the graph, it is clear that smishing messages are neither of very fewer word counts, that is,
less than 5 nor of very high character counts, that is, greater than 50. For messages having
an average word count, that is, between 10 and 45, these messages can be smishing or
nonsmishing based on the text it contains.

(d) Dependency on number of sentences in categorizing message: Figure 8 represents the
count of smishing and nonsmishing messages based on the number of sentences in the

FIGURE 6 Count of smishing and nonsmishing messages based on number of characters [Color figure can
be viewed at wileyonlinelibrary.com]
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message. Sentences for both smishing and nonsmishing messages are the same. Hence it
can be difficult to classify the message on the basis of the number of sentences.

(e) Relation between Number of characters, words, and sentences: In Figure 9, it can be
seen that the number of characters has a maximum dependency on target, that is, 0.34.
The number of words and number of sentences has less influence on the target. As the
number of characters and number of words has a very high dependency (0.96), so we

FIGURE 7 Count of smishing and nonsmishing messages based on number of words [Color figure can be
viewed at wileyonlinelibrary.com]

FIGURE 8 Count of smishing and nonsmishing messages based on number of sentences [Color figure can
be viewed at wileyonlinelibrary.com]
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will select the number of characters as a feature and reduce other features, that is, the
number of words. Between the number of characters and the number of sentences, the
number of words has more influence on the target. Therefore, we chose the number of
characters as a feature.

(f) Dependency of URLs in categorizing message

From our analysis, we found that 69% of the messages which contain URLs are smishing
messages and 31% are nonsmishing messages.

Exploratory data analysis for URL phishing classifier:

(a) Label counts: It is observed that data is imbalanced, that is, 77% of the URLs are
nonphishing while the rest are phishing.

(b) Dependency on the length of the URL in categorizing a URL: We analyze that URLs which
have a length less than 100 have more chances of being a nonphishing URLs, that is, 80% of
the URL whose length is less than 100 are nonphishing URLs. URLs with a length greater
than 200 have a high probability of being phishing URLs, that is, on average, there are less
than 2% chances of a nonphishing URL having a length greater than 200. So, from our
analysis, we conclude that, if a URL has a length greater than 200, then it is more likely to
be a phishing URL.

(c) Dependency on the number of question mark in categorizing URL: In our data
set, we found that URL which contains no question mark or only one question mark is
more likely to be a nonphishing URL. We conclude that if the URL contains two or
more than two question marks then it is more likely to fall under the phishing
category.

(d) Dependency on the number of Digits in categorizing URL: We observe that digit count
is not playing much role in classifying URLs as phishing or nonphishing.

(e) Dependency on containing @ symbol in categorizing URL: 88% of the total URLs that
contain “@” symbol belong to the phishing category while the rest belong to
nonphishing.

(f) Dependency on the count of “.” in domain name in categorizing URL: If the count of the
dots (.) in the domain name is greater than 5, then the probability of the URL being
phishing will be high.

FIGURE 9 Heatmap of number of characters, number of words, and number of sentences [Color figure can
be viewed at wileyonlinelibrary.com]
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3.4 | Model building

The proposed approach is an integration of two models, that is, a smishing text classifier and a
URL phishing classifier. In this phase, we have built both models from the processed data set
that we get from the above phase.

Model building for smishing text classifier:

(a) Tokens analyzation for smishing text classifier:

This phase of model building involves analyzing the tokens for smishing and nonsmishing
messages. Figure 10 presents the word cloud for smishing messages. From the word cloud, we
can easily observe words that are occurring maximum in smishing messages. Words like call,
text, free, prize, claim, and so on, are having a maximum frequency in smishing messages.
While training the model, we are using these words to categorize the message as smishing or
nonsmishing. Figure 11 presents the top 30 words which are occurring maximum times in
smishing messages. Works like call, ur, like, get, and so on, are having a maximum frequency in
smishing messages. While training the model, we are using these words to categorize the
message as smishing or nonsmishing.

FIGURE 10 Word cloud for smishing message [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 11 Frequency distribution for smishing messages [Color figure can be viewed at wileyonlinelibrary.com]
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(b) Vectorizing and processing the data set for model training for Smishing Text Classifier:

This phase involves vectorizing the data set for different numbers of features, that is, 2000,
2500, 3000, 3500, and 4000. Vectorization means providing numeric value to data. Further, this
step involves extracting the features for model building by getting text converted into numeric.
By vectorizing, computation becomes much faster as compared to nonvectorized
implementation.

3.4.1 | TF‐IDF vectorization algorithm

TF‐IDF stands for term frequency inverse document frequency. It is defined as the calculation
of the relevancy of a word in a given corpus.34 TF‐IDF is probably the best measurement to
decide how significant a term is to a text in a corpus. TF‐IDF is a weighting framework that
assigns a load to each word in a report depending upon the TF and the reciprocal of document
frequency TF‐IDF.1

Terminology:
TF: In document d, the recurrence addresses the number of occurrences of a given term/

word t.

t d t d d.TF( , ) = number of in /total count of words in (1)

DF: It is the number of times the term t is occurring in the document set N.

t t NDF( ) = Total occurrence of in the set documents .

IDF: It is used to find how relevant a particular word is. The IDF of the term is the count of
documents in the corpus separated by the frequency of the text.

t N tIDF( ) = log( /DF( )). (2)

where N N t t= number of documents, ( ) = count of documents containing the term

t d t d tTF‐IDF( , ) = TF( , )*IDF( ). (3)

The high TF‐IDF score of a term means the term has a high frequency in a document, and
low document frequency in the corpus. If the IDF value approaches 0, it means the term is
appearing in almost all documents and making the TF‐IDF closer to 0. If both IDF and TF
values are high then TF‐IDF will be high which means the word is very rare in the whole
document but frequent in a document.

3.4.2 | Feature extraction

The features extracted for a model building comprise four categories with 14 unique different
sets of features. Each set consists of its own distinguishing feature based on the phase it passed
through. The feature extracted datasets are classified into four categories explained below:

JAIN ET AL. | 13



(a) TF‐IDF vectorized data set: Using TF‐IDF vectorization, we have extracted top (1000, 2000,
2500, 3000, and 4000) rare words that are best influencing the result (smishing/nonsmishing).

(b) Scaled TF‐IDF: It is the feature extracted data set with max (2500, 3000, and 3500) features
and values in the features are scaled from 0 to 1 by using MinMaxScaler. MinMaxScaler is
characterized by default hyperparameters. Once characterized, we can call the fit_trans-
form() function and pass it to our data set to make a changed form of our data set.

(c) TF‐IDF oversampled data: it is the same as the TF‐IDF vectorized data set with
oversampling. In this type, the majority data set remains as it is whereas the minority data
set is increased to match the count of the majority data set.

We have used Synthetic Minority Over‐sampling Technique (SMOTE)35 to balance the
data sets. It is an oversampling technique in view of making synthetic examples for the
minority classes. The calculation takes every minority class test and presents manufactured
examples along the line joining the ongoing case and a portion of its k closest neighbors
from a similar class. Contingent upon how much oversampling is required, the calculation
randomly picks the k closest neighbors of them and forms the sets of vectors that are
utilized to make the synthetic tests. The new instances make bigger and denser choice
areas. This assists classifiers with advancing more from the minority classes in those choice
regions, as opposed to from the large classes surrounding those areas.

(d) Data set with additional features:

TF‐IDF_3000_nchar: this contains the top 3000 words which are picked up by the TF‐IDF
vectorizer and along with that there is one additional feature “nchar” which is the count of
characters in the message.

TF‐IDF_3000_url: It is the same as above but contains “url present or not” as the 3001st feature.

3.4.3 | Building the smishing text classifier

Figure 12 presents the model which is involved in building a smishing classifier. Processed data
set obtained from vectorizing, oversampling, and scaling is provided as training data for
different models. Each model performs differently giving different accuracy and precision.

FIGURE 12 Models involved in building smishing classifier [Color figure can be viewed at
wileyonlinelibrary.com]
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Random forest, KNC, and Extra Tree Classifier perform exceptionally well on oversampled
vectorized data with max of 3000 features. As these three models perform very well, they act as
selection criteria for the voting classifier to obtain the result. The voting classifier simply
aggregates the result of input models and predicts the result. Thus, giving better accuracy and
precision.

3.4.4 | Model building: URL phishing classifier

(a) Tokens analyzation for URL phishing classifier

This phase of model building involves analyzing the tokens that were obtained after
tokenizing the final formatted URL.

Figure 13 presents the word cloud for phishing URLs. We can observe words that are
occurring maximum in phishing URLs. Works like net, admin, login, index, php, en, and so on,
are maximum frequency words in phishing URLs. These words can also be considered phish
hinted words. While training the model, we are using phish hinted words to categorize the URL
as phishing or nonphishing.

(b) Vectorizing and processing the data set for model training
This phase involves vectorizing the data set that we obtained after data cleaning. This

phase is also called feature extraction. In our proposed approach, we used a count
vectorizer for feature extraction.20 Count vectorizer converts the text or the collection of
text into a list of tokens. This results in the formation of a sparse matrix with columns
named as the tokens and the value representing the presence of the word in that row
or text.

(c) Building the model

This phase involves building the model, that is, training and testing the most fitted model.
Features from the above phase, that is, by count vectorizing are passed as a training data set for
the model. For our proposed approach we chose the Logistic Regression Model, Multinomial

FIGURE 13 Word Cloud for phishing URL [Color figure can be viewed at wileyonlinelibrary.com]
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Naïve Bayes, and Bernoulli Naive Bayes as the models for categorizing URLs as phishing or
nonphishing.

4 | DATASET AND IMPLEMENTATION DETAILS

4.1 | Data set

We have used two data sets for both text as well as for URL phishing classifier. Firstly, for text
classifier, we have used Almeida spam data set,23 manually collected smishing messages and
text extracted from images or screenshots available on the web. Second, the URL classifier data
set consists of 507,195 unique entries in which 28% is phishing and the rest 72% is nonphishing.
Detail of the data set is shown in Table 1.

4.2 | Implementation details

Given a data set of messages, we have trained and cross‐validated a proposed machine‐
learning‐based model, which is built by merging two classifiers namely, text phishing
classifier and URL phishing classifier, to identify a message as smishing or nonsmishing.
We have used the Pandas library in Python to access csv files that contain message content.
We used UrlExtract in Python to extract URL from the text. Extracted data sets are further
examined for nonsmishing contents: duplicates and null values are removed from the data
set. In the text phishing classifier, we have used a count vectorizer and TFIDF vectorizer for
the vectorization of data sets. MinMaxScanner is used to scale the datasets and
SMOTE is used to balance the datasets. We have used XGB, GBDT, RF, BgC, KNN, ETC,
DT, LR, AdaBoost, BNB, MNB, SVC, and GNB machine learning algorithms to train our
model.36–38 We have calculated the accuracy of model on all datasets unscaled, scaled, and
oversampled.

TABLE 1 Data set description for Smishing text classifier and URL classifier

Smishing data set URL data set

(a) Manually filtered Almeida spam to make a
smishing data set which consists of 5169
messages out of which 362 are smishing messages
and 4817 are nonsmishing message which also
include spam message that does not harm user
example promotional messages.

(b) Manually collected smishing messages from a
survey conducted online by the authors. This data
set consists of 121 smishing messages.

(c) Smishing messages extracted from images or
screenshots available on the web on different
sources like Pinterest, google photos, and so on. It
includes 56 smishing messages. Text is extracted
from these images using a python script.

The training data set consists of 507195 unique
entries. The data contains two columns URL
and its label. The label is categorized into two
i.e., good or bad.

(a) Good: It means the URL is safe to use. It does
not contain any malicious stuff that will harm.

(b) Bad: It indicates that the URL is not safe to use
and hence a phishing site.

Phishing URLs comprise 28% of the total data set
and rest 72% of nonphishing URLs.
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Further, in URL phishing classifier, URLs are fed as inputs to the Python script, and all
the essential features are extracted and stored in text files. We have used Python
Pandas library to access content from csv files and then check the language of URL as well
as label the data as ham or spam. Further, we have done the data cleaning and
preprocessing: for stemming we used snowball stemmer library of Python. Countvector-
izer is used for vectorization. MNB, BNB, and LR machine learning models used to train
our classifier. Finally, we have used the voting classifier in Python to merge these two
classifiers.

5 | RESULTS AND OBSERVATIONS

5.1 | Accuracy of count vectorizer and TF‐IDF vectorizer on the
unscaled data set

Table 2 presents the accuracy obtained from all the models when each model is passed through
the TF‐IDF vectorized data set. The column “Accuracy” in the table represents the accuracy we
get when we vectorized the training data set using a count vectorizer. “Accuracy_X” column
represents the accuracy obtained from TF‐IDF vectorized data set when maximum features are
set to X. we represent vectorized datasets using count vectorizer and TF‐IDF vectorizer with
maximum 1000, 2000, 3000, and 4000 features. In Table 3, we can observe that TF‐IDF
vectorizer with 3000 maximum features is giving the best result.

TABLE 2 Accuracy of TF‐IDF vectorized datasets with different models

Algorithm Accuracy Accuracy_1000 Accuracy_2000 Accuracy_3000 Accuracy_4000

XGB 0.959923664 0.961832061 0.958015267 0.960877863 0.960877863

GBDT 0.967557252 0.967557252 0.967557252 0.958969466 0.96278626

RF 0.961832061 0.972328244 0.969465649 0.96278626 0.963740458

BgC 0.97519084 0.958969466 0.96278626 0.964694656 0.963740458

KNN 0.938931298 0.944656489 0.942748092 0.938931298 0.936068702

ETC 0.959923664 0.961832061 0.961832061 0.963740458 0.960877863

DT 0.958015267 0.952290076 0.959923664 0.958969466 0.958969466

LR 0.96851145 0.960877863 0.961832061 0.960877863 0.957061069

AdaBoost 0.958969466 0.966603053 0.964694656 0.960877863 0.961832061

BNB 0.949427481 0.945610687 0.948473282 0.947519084 0.947519084

MNB 0.941793893 0.95610687 0.953244275 0.954198473 0.958015267

SVC 0.916030534 0.969465649 0.964694656 0.963740458 0.96278626

GNB 0.874045802 0.799618321 0.860687023 0.872137405 0.873091603

Abbreviations: AdaBoost, Adaptive Boosting; BgC, Bagging Classifier; BNB, Bernouli Naïve Bayes; DT, Decision Tree; ETC,
Extra Tree Classifier; GBDT, Gradient Boosted Decision Tree; GNB, Gaussian Naïve Bayes; KNN, K‐Nearest Neighbor; LR,
Logistic Regression; MNB, Multinominal Naïve Bayes; RF, Random Forest; SVC, Support Vector Classifier; XGB, Extreme
Gradient Boosting.
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5.2 | Accuracy of TF‐IDF vectorizer with additional feature URL and
nchar

Table 3 represents the accuracy and precision of TF‐IDF vectorized data sets with maximum
features set to 3000 with an additional feature of the number of characters and presence of URL
in the message. From Figure 10, it has been concluded that the number of characters has a
maximum dependency on target, that is, 0.34. The number of words and number of sentences
has less influence on the target. As the number of characters and number of words has a very
high dependency (0.96), so we will select the number of characters as a feature. Here
Accuracy_3000_n_char and Precision_3000_n_chars, represent the accuracy and precision
obtained when TF‐IDF vectorized data set with a maximum of 3000 features with number of
characters in the message is passed to all the listed models.

5.3 | Accuracy of TF‐IDF vectorizer on the scaled and oversampled
data set

Table 4 presents the accuracy obtained when TF‐IDF vectorized data set with scaling and
oversampling is passed to different models. Here, we have selected maximum features as 2500,
3000, and 3500 as the TF‐IDF vectorizer is giving the best result with 3000 features. Here we
can observe that scaling does not much improve accuracy. To get the best working model, we
have to find the best model for each set of features extracted from vectorized data sets.

From Table 5 it is clear that oversampling data set is giving maximum accuracy, that is, over
98% which is best among all the features extracted sets and models.

Figure 14 represents the Accuracy and Precision of oversampled TF‐IDF vectorized data set
with a maximum of 3000 features, it can be observed that KNN, Random Forest, and Extra
Trees Classifier is giving the best result. As these three models perform very well, they act as
selection criteria for the voting classifier to obtain the result.

Figure 15 represents the best accuracy and precision model for oversampled TF‐IDF
vectorized set for a maximum of 3000 features. These three models are giving the best accuracy
and precision among all other models used in a different set of features extracted sets.

5.4 | Results for URL phishing classifier

The model is based on logistic regression as it is giving the best combination of accuracy and
precision. The messages which contain the URL are passed to the URL phishing classifier. Here
we are mainly concerned about precision so we chose Logistic regression as our model for the
detection of phishing URLs from nonphishing URLs.

Figure 16 presents the accuracy and precision obtained from different models that are used
for building URL phishing classifier. Here we can observe that Logistic Regression is giving best
combination of accuracy and precision, that is, 97% accuracy and 96% precision.

URL phishing classifier is merged with Voting classifier simply aggregates the result of
input models and predict the result. Thus, giving better accuracy and precision.

Figure 17 presents result obtained from the voting classifier when we integrate KNN, RF
and ETC. Voting classifier simply merges the findings of each classifier passed into it and
predicts the output on the basis of voting. The voting classifier is giving 99% accuracy and
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98.94% precision. Therefore, our proposed approach is giving 99.03% of accuracy and 98.94% of
precision.

5.5 | Comparison with existing smishing detection approaches

Table 5 represents comparison of the proposed model with other proposed systems. The
proposed approach is using high‐quality data set including the almeida spam data set manually
filtered, smishing messages collected from online surveys, and messages extracted from
screenshots on internet sources. The model also contains a URL classifier and also handles

FIGURE 14 Accuracy and Precision of oversampled TF‐IDF vectorized data set with maximum 3000
features [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 15 Best prediction model for oversampled TF‐IDF vectorizer set for maximum 3000 features
[Color figure can be viewed at wileyonlinelibrary.com]
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imbalanced datasets. Due to all these factors, the proposed approach is giving an accuracy of
99.03% and a precision of 98.94%.

6 | CONCLUSION

In this paper, we have proposed a smishing detector, which is a merged model of text classifier
as well as URL classifier. The model scanned the message and if a URL is presented then it will
be forwarded to URL classifier. Detection of URL for further processing has increased the
accuracy rate of detecting smishing messages. In our model, the balanced data set has been
used to reduce the biased results because most of the data set contains less ratio of smishing
content. Moreover, we have scaled the data set to improve the working of machine learning
algorithms. The proposed approach uses voting classifier to classify the message as smishing or
nonsmishing. Voting classifier integrates the result of different models. The proposed approach

FIGURE 16 Accuracy and Precision obtained from different models for URL phishing classifier [Color
figure can be viewed at wileyonlinelibrary.com]

FIGURE 17 Voting classifier integrating KNN, RF, and ETC [Color figure can be viewed at
wileyonlinelibrary.com]
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is produces 99.03% of detection accuracy and 98.94% of precision rate, which is the best among
all the existing models. In future work, we can integrate third‐party application to check
whether the URL is spam or ham. This process will be the first phase of classification a message
as smishing or nonsmishing. As this uses a third‐party application so this is very fast phase to
classify the message. Moreover, we will make a mobile application that looks for incoming
message and warns user if it is smishing or not.
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