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Abstract
Conventional educational systems have been uplifted for their efficiency using information and communication tech-

nologies in a pervasive manner. The information accumulated from the students, environments, and observations increases

data exchanged in the smart education platform. The challenging aspect is the data correlation and its correctness in

delivering interactive educational services. Because of addressing the correctness issue, this article proposes a Flexible

Observation Data Analytics Model (FODAM). The proposed model relies on the session requirement for extracting useful

information. The correctness of the information is verified at the interaction level without losing any tiny observation data.

In this model, regressive learning is used for the progressive identification of required data. This learning relies on session

requirements and the discreteness of the observed data. The progressive training thwarts the discreteness to provide reliable

and non-interrupting educational data for the interacting members. The proposed model’s performance is verified using the

metrics delay, efficiency, interrupts, and information rate.

Keywords Big data analytics � Data correctness � Discrete event � Linear regression � Smart education

1 Introduction

A radical change in the environment amends the education

system according to demand in the society. The modern

schooling system replaces agrarian education to face skil-

led labor force demand, and there is a need for change in

the education system in our knowledge-based society also

(Kim et al. 2018). Information and communication tech-

nology (ICT) has come up with education management in

schools throughout the world. Smart education uses recent

technology to allow students to use up to date technology

for learning and use various materials according to their

intellectual and aptitude levels (Manogaran and Lopez

2018; Freigang et al. 2018). The teacher-centered model,

followed by the existing educational system, allows

knowledge and information flow in a single direction from

teachers to students. Students from the top and bottom

classes are unsatisfied with single direction education

system (Raizada et al. 2020). The quality of output is

managed, and teacher productivity is raised by information

and communication technology. In education management,

using ICT is greatly under accentuated. Education man-

agers make resource allocation decisions according to the

needs such as quality of teaching and teacher and student

flow (Kumar et al. 2020).

Smart education is promoted by intelligent technologies

like cloud computing, big data analytics, wearable tech-

nology, learning analytics, the Internet of things, etc. The

data can be collected, analyzed, and focused on improving

teaching and learning (Akhrif et al. 2020). Big data ana-

lytics supports the development of adaptive learning and

personalized learning. With adaptive learning technologies,

personalized learning is carried out efficiently for the

learners according to their intellectual level (Nieto et al.

2019). Using big data analytics in educational institutions

makes decision-making and strategic planning effectively

by collecting the data’s richness. The amount of data
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generated by education increases, and solutions for

managing data will also increase (Shen et al. 2020). To

improve education, government uses Educational Big Data

(EBD). EBD value becomes visible, and its benefits are

provided to education management systems to adopt new

strategies in education management (Sathishkumar et al.

2020). Educational Big Data enables educational institutes

to access data from various sources and respond to the

education sector changes and progress in real-time stu-

dents’ behavior to provide solutions (Shorfuzzaman et al.

2019; Prathik et al. 2016).

Artificial intelligence is a valuable tool to develop and

imitate the decision-making process that is accepted by the

people. Different artificial intelligence techniques such as

neural networks, genetic algorithms, Bayesian networks,

decision trees, Markov model, and fuzzy logic are used

(Baig et al. 2020; Wang et al. 2015). Searching relevant

artificial intelligence techniques and learning theory for

applying in a learning environment have no standard

approach. Traditional educational environment and

e-learning environment use learning style artificial intelli-

gence techniques to convey adaptive education (Prathik

et al. 2016; Lnenicka et al. 2020). The learning model and

student model are defined by fuzzy logic and the neural

network used to interconnect the systems to process the

data collected from students (Williamson 2018; Lara et al.

2020). Artificial neural networks identify the learning style,

and a decision tree is used to provide the learning patterns

(Lister 2018). The Bayesian network is used to model the

complete learning process. Markov model identifies the

student behavior and regulates the similarity, and then,

genetic algorithm provides an optimal learning path for

students according to their intellectual level or behavior

(Hernandez-de-Menendez et al. 2020).

Artificial intelligence is a helpful tool for developing

and imitating the people’s decision-making process. A

variety of artificial intelligence approaches are utilized,

including neural network, genetic algorithms, Bayesian

networks, decision-making trees, Markov’s model, and

fuzzy logic. There is no standard strategy for the search for

suitable artificial intelligence and learning theory for

application in a learning environment. The artificial intel-

ligence learning strategies use traditional educational

environments and e-learning surroundings to transmit

adaptive learning.

Strategies based on Educational Big Data are used to

improve education. Further, Educational Big Data value

becomes obvious and beneficial for education management

systems to embrace new educational management tech-

niques. Various strategies on the Big Data education sys-

tem allow schools to accede to data from many sources and

to adapt to changes in the educational sector, and to

improve their behavior. Artificial intelligence strategies are

a helpful tool for developing and imitating the people’s

decision-making process. A variety of artificial intelligence

approaches are utilized, including neural network, genetic

algorithms, Bayesian networks, decision-making trees,

Markov’s model, and fuzzy logic.

2 Related works

Knowledge aware learning analytics is proposed by Chen

(Şerban and Todericiu 2020) for smart learning. A data-

driven approach optimizes the learning environment. The

framework relies on environmental and look-up factors

aggregated.

Serban et al. (2020) proposed Q-Learn Framework for

smart learning environment to provide easy identification

of learning style. The new learning design learns the col-

laborative manner that the students’ are involved. Q-Learn

provides a smart learning environment for students. The

transfer of knowledge from teacher to students is ensured

effectively and efficiently.

Smart education with an artificial intelligence-based

determination of learning styles is used in Bajaj and

Sharma (2018). The proposed tool framework is used to

provide flexibility for selecting and implementing suit-

able learning model software. For a particular environment,

the tool is used to select the most relevant learning style

and other learning models. A scalable solution in a cloud

environment is provided by the tool to offer rapid and easy

identification of learning styles.

IoT-based student interaction framework is used by

Farhan et al. (2018). Computer vision library and Visual

C# programming language is implemented to collect data.

A video camera is used to capture the movement and status

of the eyes. Better teaching performance and learning

experience is obtained through hidden meaning and cor-

relation of data. Location awareness, social behavior,

helping hand, and accessibility of students are provided by

IoT-based infrastructure.

Learning analytics tasks as services in smart classrooms

are suggested by Aguiler et al. (2018). In the smart class-

room, teaching and learning requirement is adapted and

responds to the academic services for non-intelligent and

intelligent agents through combined multi-agent paradigms

and cloud paradigms. For a smart classroom, the learning

process is improved by the knowledge feedback loop by

defining a set of learning analytics services.

Wongthongtham et al. (2018) reported State-of-the-art

personalized teaching and learning strategies for smart

learning fuzzy intelligence system. The individual learning

process is promoted by identifying relevant teaching

resources. The fuzzy technique is used to direct smart
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learning, and multiple intelligence is used to evaluate the

proposed framework.

In Fang et al. (2019), to build a smart lecture-recording

system MK-CPN network is used for heterogeneous data

sources. Event tracking, searching, and detection are

included in the virtual cameraman and counter propagation

neural (CPN) network to characterize the machine learning

techniques. Multiple kernel learning (MKL) is applied to

increase the accuracy. Oration record is provided by the

proposed system and extends it for real human teams. The

proposed system is configured with suitable training

materials, so it will not limit live speeches.

To review the ontology-based recommender systems for

e-learning, Tarus et al. (2018) designed a knowledge-based

recommendation system. Various recommendation tech-

niques in ontology-based e-learning recommenders are

categorized. Knowledge representation technique, ontology

representation language, and ontology types of the pro-

posed system are classified. The future trends are discussed

for the proposed approach in the context of e-learning. The

proposed framework improves the equality of the proposed

system.

Integration of data mining clustering approach in the

personalized e-learning system is implemented by Kasar

et al. (2018). According to students learning capabilities,

the teaching contents are detected and responded to by the

personalized e-learning system framework. The proposed

work will improve learning capabilities by mining-based

analysis using clustering methods. The proposed technique

will analyze big data effectively to provide vigorous edu-

cation systems.

Lin et al. (2018) considered an intelligent recommen-

dation system for course selection a smart education

environment. Course enrolment datasets are collected to

implement the proposed work. A top-N recommendation is

generated by sparse linear methods (SLIM). The perfor-

mance of the proposed work is compared with the state of

art methods. The result shows that the proposed approach is

accurate and efficient.

User perceptions of smart class services in teaching and

learning interactions are recommended by Jin et al. (2019).

The proposed work is used to provide a feasible tool for

university students. Correlation is analyzed, and the

quantitative effects on user technology are also examined.

Student’s perceptions are examined by the ten variables

from already validated measurement scales. Total students

from the university are selected, and in return, valid

observations are provided by data analysis.

A collaborative filtering recommendation algorithm

based on the influence sets of the e-learning group’s

behavior is used (Liu 2019). A recent e-learning group

improves the evaluation density, computation, ring method,

and prediction of resources. Comparing to other existing

techniques proposed method will effective solve the sparse

data problem. The recommendation quality is improved.

A data-driven approach is suggested by Yang et al.

(2020) in the global learning factory for quality analytics of

the screwing process. The proposed work is validated by

the artificial intelligence innovation factory, 14.0 innova-

tion center, and learning global factory production. Across

the global production network, the data transformation is

modeled for cloud and edge-based analytics.

For self-regulated learning assessment, Cerezo et al.

(2020) proposed a process mining-based solution. Optimal

models are developed by the inductive miner algorithm for

a pass and fail students. The self-regulated learning process

is used to find students who are not following the

instructors. The proposed models examine specific actions.

In the pass group and fail group, absenteeism used pro-

posed work to support collaborative learning.

2.1 Proposed flexible observation data analytics
model

The most demanding component of the interactive educa-

tional services is the correlation of data and its accuracy.

For obtaining usable information, the FODAM relies on the

session requirement. The accuracy of the information is

checked without losing minute observational data on the

degree of contact. Regressive learning is utilized to grad-

ually identify the needed data in this model to improve

educational in schools and universities. This education

depends on the requirements of the session and discretion

of the data seen. The progressive training contradicts the

discretion to supply the interacting members with

dependable and continuous education data.

Smart education is used to deploy better communication

and exchange information between end-to-end users. In

this smart education platform, the delay and session expire

addressed by developing the FODAM method. By per-

forming this, correctness of the information is achieved and

improves the information rate. The non-interruption service

is obtained from the proposed work by identifying the

observed data in big data analytics. The observed data are

large, so it reflects the session’s activity and degrades the

continuity of data.

This correlation factor matches the session data in the

smart education and replaces them to enhance the data

correctness. Thus, FODAM is used to sort out the delay and

interruption and improve the efficiency and information

rate. Here, the data is examined from the data analytics in

smart education and provides an efficient information rate.

The following equation is used to evaluate the data from

observations and identify the large observed data and needs

more activity sessions.
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123



xa ¼ dt þ bð Þ �
vi=es
b0

� �
þ en � j0ð Þ �

X
es

u0 þ n0ð Þ � o

ð1Þ

In Eq. (1), the examination of observed data is equated.

It is done from the big data analytics; here, the interaction

and communication between the end-to-end users are

detected. Here, the detection is represented as o , the data is

denoted as dt; and the session and activity are termed as

esandvi. The identification of data is denoted as b, and here,
the observed data is referred to as b0, and the relationship is

termed as ne. The interactive session u
0
is estimated for the

end-to-end users, it is represented as n0, and it is performed

on time that is denoted as j0.
The identification of data from the big data is used to

allocate the data to the required smart education session

that deploys the correctness of information among the

users. The data is delivered to the end-user and examine the

session processing. It provides the correct information

without any delay, and it is represented as
vi=es
b0

� �
? (en-

- j0). Here, en is denoted as the number of sessions, and

examination is represented as xa that deploys the discrete

data. This work aims to address the discrete data and

improve the continuity of the session without data loss in

the smart education system. The following section is used

to detect the discrete data in the session and avoid further

processing.

2.2 Detection of discrete data sequence

The discrete data is detected in the preliminary step and

addresses the observed data activity during the education

session that leads to interruption. This work aims to address

the interruption between the end-users associated with

reliable interaction in the smart education system. The

following equation is used to evaluate the detection of

discrete data from the session, and avoid the data,

decreasing the session processing. Smart education is used

to better communicate with end-to-end users and to share

information. The delay and sitting expired with the

development of the FODAM approach in this intelligent

training platform. This accuracy of the information is

obtained, and the information pace is improved. The non-

interruption service is achieved from the work proposed in

large-scale analytics by recognizing the observed data. The

data seen are substantial and therefore represent the activity

of the session and decrease the data continuity.

o crð Þ ¼ dt þ xa
b=vi

 !
�
Y
b0

a0 � esð Þ þ dt � n0
te

� �
� q0 � j0ð Þ

ð2Þ

The discrete data is detected in the above equation, and

it is denoted as o crð Þ; here, the examination of data ana-

lytics is determined for the sessions, and it is termed as

dtþxa
b=vi

 !
. The detection is done from the previous state of

data action in the smart education system and avoids them

from further processing. For the number of sessions, the

discrete data occurs, and it is addressed in the initial stage

and rectified for the upcoming processing. The interruption

a0 occurs if there are discrete data resides in the session; in

this step, the previous state of matching is performed and

avoids the data delay, and it is denoted as q0. In big data

analytics, the discrete data is identified from the previous

state of action and addresses it; here, the correctness te is

improved and it is denoted as dt�n0
te

� �
.

2.3 Similar data replacement

The interaction is carried out between the end-users, and

the continuity is maintained promptly, and the correctness

is enhanced. Here, the session’s activity is identified,

avoids the discreteness, and allocates the average data to

the particular session to improve the data processing. The

discrete data is detected in the above equation; a check is

done by replacing the data in a continuous form from this

similarity. The following equation is used to replace sim-

ilar data from the previous processing and improve smart

education sessions.

lc ¼
Xdt
vm

es þ oð Þ � b
cr=u0

� �
þ oþ dt=a0

� �� �
� es � vm

þ
Y

j0 � b0ð Þ � b
ð3Þ

Replacing the similar data is done by matching with the

previous state of action associated with the identification

process and improving the interaction. A similar data

replacement process is illustrated in Fig. 1.

As illustrated in Fig. 1, the observed, aggregated, and

activity data are exploited for the interaction session in the

data replacement process. The data is differentiated for its

discreteness/non-discreteness. For discrete data, similarity

from the last-known session is verified, and appropriate

data is replaced. The session detection is used to rectify the

discrete data and find similar data and replaces them to

improve the session that enhances the interaction. The

identification of data is made for interaction between the

end-users, and it is termed as b
cr=u0

� �
, in this interruption is

sort out. Here, the previous state is used to replace similar

K. Ateeq et al.

123



data from the detected discrete data and improves the

session reliably.

Smart education is used to better communicate with end-

to-end users and to share information. The delay and sitting

expired with the development of the FODAM approach in

this intelligent training platform. This accuracy of the

information is obtained, and the information pace is

improved. The non-interruption service is achieved from

the work proposed in large-scale analytics by recognizing

the observed data. The data seen are substantial and

therefore represent the activity of the session and decrease

the data continuity.

The replacement is referred to as lc, by deploying this

correctness of data, and it is examined promptly in the

smart education associated with the information rate. The

objective of this work is to improve the information rate.

For this, interruption in between the sessions is addressed

and it is equated as oþ dt=a0

� �
. The previous data is

denoted as vm; it is performed for every step of computa-

tion that relates to finding discrete data. The identification

of data is made promptly, and it is termed asQ
j
0 � b0
� 	

� b. The below equation is equated to the data

correctness process that is performed post to replace sim-

ilar data.

te xað Þ ¼

Q
u0

dt � n0ð Þ þ o=vm

� �
� u0

¼ lc � vi
u0 þ dt=o

 !
� n0 � q0 � j0ð Þ

8>>><
>>>:

ð4Þ

The data correctness is examined in Eq. (4); here, the

interaction between the end-users is evaluated and deter-

mines the activity. For the end-user, data delivery is carried

out promptly, which is associated with better interaction.

Here, the detection is evaluated to replace similar data, and

it is denoted as o=vm

� �
� u0. A similar data replacement is

done for the varying session that deploys discrete data in

the initial state and improves the correctness efficiently.

Here, the correctness is evaluated in the session activity

and determines the interaction between the end-users,

which matches the previous state. This information rate is

used to deploy the observed data from the big data and

provides efficient data processing that is associated with

the interaction, and it is termed as lc�vi
u0¼dt=o

 !
. In this pro-

cessing, the observed data’s activity is identified and needs

more allocation of the session that leads to degrading the

information rate. The below division is used to evaluate the

correlation factor that is performed to replace similar data

to produce the complete session.

2.4 Correlation

The correlation is used to match the previous state of data

and provides an efficient session and activity continuously;

thus, processing the previous data is necessary for map-

ping. The correlation is done to achieve the correctness of

data that relates to similar data matching. Figure 2 presents

the correlation process illustration.

The observed data is analyzed for activity and continuity

throughout the session. The activity data is mapped based

on correlation, after which further differentiation is per-

formed. On the other hand, the non-discrete data is verified

for its discreteness, and correlation is performed in the

aggregated instance only (Refer to Fig. 2). If discrete data

Fig. 1 Similar data replacement
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occurs during the processing state, the activity and session

continuity degrades, which leads to data loss in analytics.

For overcoming this, for every computation step, the cor-

relation factor is used to replace the similar data and

maintain the continuous session to the end-users. The

below equation is evaluated to find the correlation between

the previous data and provides an efficient session by

allocating the data to the particular session. Artificial

neural networks define the study style and are used to give

learning patterns through a decision tree. The Bayesian

network models the whole process of learning. Markov’s

model recognizes the behavior of the student and regulates

the similarity and then gives a genetic algorithm for stu-

dents to learn according to their intellectual or behavioral

level.

oe ¼
Yo
dt

vm þ bð Þ � u0 þ a0ð Þ þ xaP
n0
dt

 !
� d� j0 þ bð Þ

ð5Þ

In the above equation, the correlation is equated by

matching with the previous state, and it is deploying the

identification of observed data from the session and avoids

them. Here, the identification is carried out for the varying

set of processing associated with the examination of data

from big data analytics. The correlation is used to map the

similar data from the previous state and performs the

replacement efficiently, that is done by examining, and it is

denoted as u
0 þ a0

� 	
þ xaP

n0
dt

� �
.

The correlation is termed as oe; it is evaluated for every

step of detecting observed data in the session that leads to

more activity from the user. Here, the matching with the

previous state is done to address the discrete data associ-

ated with the detection process, and it includes the activity

of the session continuously. The information rate is

improved by correlating similar data promptly, and it is

represented as d� j
0 þ b
� 	

; the information rate is defined

as d. Thus, replacing similar data is carried out in Eq. (5),

from that differentiation of explanatory and dependent data

is performed by introducing linear regression. The

accuracy in the session activity is evaluated, and the

interaction between the end-user is determined to corre-

spond to the preceding condition. This rate of information

is utilized to deploy the observation data from large

amounts of data and to offer efficient interaction data

processing. In this procedure, the data activity seen is

detected and the session has to be allocated to the extent

that the information rate is degraded. The following divi-

sion is used for assessing the correlation factor done for

replacing comparable data throughout the entire session.

2.5 Linear regression (LR)

LR is used to perform post to the correlation of similar

data; here, it is used to determine the data points and their

position and produces the results by identifying the rela-

tionship. The explanatory is defined as the independent

data; it is defined as the non-discrete data, whereas

dependent states the discrete data. If it is non-discrete, the

session is carried out continuously without any delay; in

another case, the session interruption occurs. To address

this issue, LR is developed and determines the smart

education data points and improves the information rate

reliably. The following equation is used to evaluate the

differentiation of explanatory and dependent data from big

data analytics.

fi ¼
bþ dtð Þ � sk þ a0

vm

� �
þ te � u0 � j0; 8 Explanatory

a0 þ dtQ
es
vm

 !
�
P
q0

bþ crð Þ � vi; 8 Dependent

9>>>=
>>>;
ð6Þ

In the above equation, differentiation of data is evalu-

ated, and it is represented as f i; here, the first case states the

explanatory data, whereas the second case is denoted as a

dependent. In the first case, the independent data is eval-

uated that deploys the continuous and non-interrupt ses-

sion, and it is denoted as sk and a0. Here, the previous state
of detection evaluated for this correlation is used and maps

similar data and finds whether it is independent or

Fig. 2 Correlation process

illustration
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dependent data. In this processing, the interaction between

the end-users is carried out promptly skþa0
vm

� �
¼ te � u0 � j0;

in this, continuous data flow is estimated. In Fig. 3(a) and

(b), the regression’s discrete and interruption states are

represented.

The second case is used to analyze the dependent data;

here, the discrete and interruption are stated from the big

data analytics that degrades the interaction. This part of the

computation is addressed in this LR, which is associated

with the FODAM method and satisfies this proposed

work’s objective. Here, the delay occurs during data pro-

cessing at the session’s activity, and it is identified and

rectified by evaluating the upcoming solutions. The delay

and discrete data is identified and analyzed the activity, and

it is denoted as
P

q0 bþ crð Þ � vi, and thus, the differenti-

ation of data is evaluated in the above equation and iden-

tifies the explanatory and dependent data. The following

equation is used to estimate the prediction to address the

dependent data and sort out the issues during the session.

k0 ¼
X
dt

vm þ bð Þ � oþ a0 � a0
oe � vm

� �
þ xa � u0ð Þ

þ
Y
xp�pd

h0 þ oð Þ � j0 ð7Þ

The prediction is made by equating Eq. (7); here, the

matching data is evaluated by previous data and forth-

coming data and provides a better information rate. Here,

the identification of discrete data is detected that is asso-

ciated with the interrupt and non-interrupt data, and it is

denoted as oþa0�a0
oe�vm

� �
. The prediction is termed as k0, that is

used to match with similar data and improves the correct-

ness of the session. The examination of discrete data in the

session is determined in the LR and provides a better

correlation for further data in the education system.

From the differentiation process, explanatory and

dependent data is determined, and it is referred to as

xpandpd; by evaluating this, the interaction is estimated.

Here, the allocation of data to the session is done by

deploying this prediction step associated with the data

point selection and represented as h0. In this processing,

similar data are correlated and replaced to evaluate the

education system’s continuous session activity. The data

points are used to differentiate the explanatory and

dependent data, and it is associated with the LR model, for

this best fit is evaluated in the following equation.

g0 ¼ en þ oð Þ �
P

n0
cr

d

� �
xp � pd
� 	

� j0 þ fi
q0 � vm

� �

� lc oeð Þ � h0 vm þ oeð Þ½ � � k0
ð8Þ

In Eq. (8), the best-fit data is detected for the number of

sessions in a smart education system related to the differ-

entiation of data. Here, the best fit is evaluated by deter-

mining the explanatory and dependent data that is

represented as

P
n0

cr

d

� �
xp � pd
� 	

in this; it matches the

data and replaces it with similar data. The prediction is

estimated to find the best fit in LR associated with the

explanatory and dependent data. The replacement of sim-

ilar data is used to evaluate the best fit in LR that is denoted

as h0 vm þ oeð Þ½ � � k0; here, the prediction is processed to

find the data point. Thus, the best fit is identified by

equating the above equation by performing the prediction

and correlation factor. The following equation is used to

find the error function that decreases the efficiency of the

proposed work.

r0 ¼
Yen
es

dt þ o � oe � k0
g0

� �
� q0 þ vmð Þ ð9Þ

In Eq. (9), the error function is detected that is used to

achieve a better fit solution for the LR model that relates to

the prediction data. The error function is denoted as r0 ; in
this, detection of observed data is identified that deploys

the prediction process and finds the best fit that is repre-

sented as o � oe�k0
g0

� �
. For every step of detection, discrete

(a) Discrete State Figure    (b) Interruption State

Fig. 3 a Discrete state figure.

b Interruption state
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data in the big data analytics is identified that deploys

differentiated data and improves the interaction. The pre-

diction process is evaluated to match the previous com-

putation step that is associated with identifying the

observed data. The examination of data is used to find the

error function used to deploy the information rate and the

best fit. The following equation is used to determine the

relationship between the explanatory and dependent data

based on weight. It is observed that the student model and

the learning model are defined by fluid logic and the neural

network that link the systems in order to handle student

input. Artificial neural networks recognize styles of learn-

ing and utilize a decision tree to generate models of

learning. The Bayesian network models the whole process

of learning. The Markov model identifies and regulates the

student’s behavior, and then, the evolutionary algorithm

offers pupils with an optimum educational route according

to their intellectual levels.

A model Markov is a stochastic one in probability the-

ory, used for modeling pseudo-random systems that

change. Future states are considered to depend exclusively

on the present state, not on preceding occurrences. This

assumption generally allows the rationale and calculation

of the model that would otherwise be unwieldy. This is

why it is desired for a given model to display the Markov

property in the areas of predictive modeling and proba-

bilistic forecasting.

ye neð Þ ¼
Y
en

oe � w0 enð Þ þ dt � vi �
vm þ h0

n0

� �
þ g0 þ k0ð Þ

ð10Þ

In Eq. (10), the determination of relationship is evalu-

ated, and it is denoted as yeðneÞ that deploys to detect the

correlation of data from the previous state. Here, the rela-

tionship is determined between the explanatory and

dependent data in LT and provides the continuous and data

correctness to the number of sessions in smart education.

For varying sessions and activities, the prediction model is

used to find the plane’s data points and maps the best fit. In

this stage, the error data is identified and decreases the

delay factor by equating Eq. (10) related to the identifica-

tion of observed data. In Table 1, the best-fit solutions for

different sessions are tabulated.

For the varying sessions, the instances are evaluated that

is associated with the discrete and non-discrete data. The

discrete data shows low to high value, whereas non-dis-

crete decreases if discrete data is detected and vice versa.

The correlation percentage shows a higher range if non-

discrete data is detected. The best fit increases if the cor-

relation factor is improved and shows better session

interaction (Table 1).

In this, best fit is deselected by deploying prediction that

shows better interaction among the end-users in the smart

education, and it is formulated as vmþh0
n0

� �
. The previous

state of matching is carried out by evaluating the set of data

by assigning weight, and it is denoted as w0; for every data

processing, the weights are provided. In this processing, the

data’s determination is identified, and its weights identify

the relationship among the data. The following equation is

used to identify the interaction; by performing this, the

session’s activity is improved. It is done by detecting the

relationship factor for the varying data that deploys better

interaction in smart education.

b ¼ 1

en
�
X
r0

dt þ vmð Þ � y0
g0=h0

� �
þ ne dtð Þ � fi þ

te
oe

� �
þ vi

ð11Þ

The interaction is identified by equating Eq. (11) that

deploys the number of sessions and detects the observed

data. This prediction is used to map the previous data

detection step and address the dissimilarity of data. For this

processing, differentiation of data is used in LR and

determines the error function and improves data points’

detection. In this identification step, the relationship

between the explanatory and dependent data is differenti-

ated and finds the data points, and it is equated as

y0
g0=h0

� �
þ neðdtÞ

.

Here, differentiation of data is used to deploy the data,

improve the correctness efficiently, and relate to the better

correlation. The data correlation is used to replace the

similar data that shows better processing for the proposed

work. Here, FODAM is used to detect the availability of

data and it helps to improve the correctness of the partic-

ular session. In this identification step, the activity in the

session is detected and improves the data allocation to the

particular session represented as f i þ te
oe

� �
þ vi. Thus, the

interaction is improved by equating the above equation,

and the following equation is used to detect the session

interruption.

o a0ð Þ ¼ vm þ dt �
b
sk

� �
� dþ w0 � oeð Þ þ ye �

lc
g0

� �

ð12Þ

In Eq. (12), the interrupt data is detected in the session,

and it is avoided for the upcoming activity in education and

shows better interaction. Here, the detection of interruption

is done from the differentiation of data that utilizes the LR,

and similar data replacement is done by evaluating the

relationship’s determination. The best fit is detected that
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deploys the interaction and correctness, and here, the delay

factor is decreased by identifying the observed data, and it

is denoted as vm þ dt � b
sk

� �
. The regression process for

interrupt classification is illustrated in Fig. 4(a) and (b) for

the sk and a0, respectively.
The continuous data processing is evaluated that is

associated with finding the data points and improves the

session. Here, the interrupt will not occur and shows a

better information rate by addressing the initial step’s

discrete data. Equation (13) is used to decrease the delay

factor, for this information rate is improved that is done by

mapping the previous state of data processing and identifies

the observed data. By evaluating this, the delay factor is

decreased for the session and shows reliable interaction.

d bð Þ ¼ dt � sk þ
Y
ye

vm þ r0ð Þ þ o � xa
r0=xa

 !
� q0

þ oe � h0ð Þ þ lc ð13Þ

The information rate is improved and shows lesser delay

for the smart education session that deploys reliable

interaction for the varying users. This continuous flow of

activity is provided that deploys the data allocation to the

necessary sessions that relate to finding the discrete data.

Here, the previous state of matching is done to address the

data correctness by detecting the observed data, and it is

denoted as xa
r0=xa

 !
� q0; in this, error function is used to

decrease the interruption. Thus, the delay factor is

decreased for the proposed work and shows a better

information rate; from this, the efficiency is enhanced in

the following equation.

l ¼ u0 þ a0ð Þ � lc teð Þ
en þ dt

ð14Þ

In Eq. (14), the data’s efficiency is improved by

detecting the observed data that deploys the prediction

process and matches the data and improves the interaction.

Here, the interruption of data is used to deploy the data

correctness and shows better efficiency, and it is denoted as

l. The efficiency is done by estimating the number of

sessions and the associated data by replacing similar data

from the previous state of action and providing the un-

Table 1 Best-fit solutions for

different sessions
Sessions Instances Correlation (%) Best-fit solutions

Discrete Non-discrete

1 31 103 93.28 59

2 52 85 83.23 42

3 65 97 68.68 38

4 58 28 71.16 45

5 56 20 72.6 39

6 31 103 88.9 48

7 152 20 76.35 35

8 129 15 93.13 58

9 115 25 75.71 62

10 156 12 68.46 19

Fig. 4 Interrupt classification

for a sk and b a
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interruption session. It is done by evaluating FODAM and

LR method and addresses the objective that deploys the big

data analytics in smart education. In Table 2, the efficiency

% for different information rates is presented.

The information rate ranges from 0.1 to 1 and shows a

varying error that relies on a random value. If the error

function is higher, the session’s interruption also increases,

whereas the best fit decreases if the interruption increases.

The efficiency percentage increases if interruption shows a

lesser range of values (Table 2).

The prediction varies for correctness and replacement;

here, correctness ranges from low to high, whereas replace-

ment shows a high to a low value. If the prediction is

improved, the correctness value also increases. The replace-

ment is performed if the similar data is mapped from the

prediction method [Refer to Fig. 5(a)]. The prediction varies

for best-fit solutions associated with the error function and

decreases for the session activity. If the prediction increases,

the best fit is improved and shows better detection of discrete

data. The error factor for 0.04 shows a higher best fit than

0.08, which deploys better prediction [Refer to Fig. 5(b)].

Differentiation varies for factors associated with the

error and information and deploys the discrete data detec-

tion. The error factor shows a high to low range of value,

whereas information relies from low to high. If the error

rate increases, the information rate also decreases and

relies on sessions’ interruption (Refer to Fig. 6).

3 Results and discussion

This section presents the performance of the proposed

FODAM using experimental analysis. A smart classroom

with 20 students interaction is designed for observing their

activity and preferred information monitoring. The activi-

ties of the students are monitored, and questionnaires are

observed from different students from 10 sessions. The

linear information differentiation takes place in 50 instan-

ces. The performance is measured using the metrics delay,

efficiency, interrupt factor, and information rate. A com-

parative analysis is presented using the existing methods

RTDMA (Hernandez-de-Menendez et al. 2020), CFRA

(Tarus et al. 2018), and DMCA (Aguilar et al. 2018).

3.1 Delay

The delay for the proposed work decreases for varying

sessions, and the information rate deploys after the session

expires on time. If the delay factor decreases, the session

rate is improved associated with the non-interrupt of ser-

vice equated as
vi=es
b0

� �
þ ðen � j0Þ. Here, the number of

sessions is analyzed to deploy a better prediction for the

varying data. The data is allocated to the improved ses-

sions, and replacement is done to evaluate the best fit. In

this evaluation, the error function is detected that relates to

the correctness of the data. Here, the data points are used to

deploy better efficiency and show a better information rate.

The delay factor is decreased for the different types of

sessions and shows reliable processing. In this, discrete

data is detected in the session and finds continuous data

evaluation. The process’s determination is used to allocate

the data to the varying sessions in big data analytics. The

interrupt of the session is determined that deploys the

interaction between the session, and it is represented as

dtþxa
b=vi

 !
. The discrete data is detected, decreasing the delay

factor; this prediction is used to address the data. The

information rate is improved and finds a better session

continuously [Refer to Fig. 7(a) and (b)].

3.2 Efficiency

In Fig. 8(a) and (b), the proposed work’s efficiency increases

for varying sessions and information rate. Here, the error

function is addressed by developing a linear regression

method associated with classifying the explanatory and

Table 2 Efficiency % for

different information rates
Information rate Error Interrupt instances Best-fit solutions Efficiency %

0.1 0.056 17 56 94.25

0.2 0.058 19 58 94.19

0.3 0.043 12 59 94.39

0.4 0.066 22 51 90.16

0.5 0.069 22 36 89.99

0.6 0.069 24 32 89.08

0.7 0.077 35 31 89

0.8 0.087 37 19 84.63

0.9 0.079 33 26 85.12

1 0.082 35 23 84.74
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dependent data. The data is allocated to the session

improvement, and it is formulated as oþ dt=a0

� �
. Here, the

detection of discrete data is identified as associated with

finding the best fit in the plane. It is carried out by using the

data without interruption among the session. If the informa-

tion rate increases, the classification for the varying data relies

on identifying the discrete data. Here, the proposed work’s

efficiency shows a higher value compared to the other three

existing methods. In this method, co-relation is used to

replace the data with similarity and decrease the computation

step. The efficiency is defined by decreasing the delay factor

that deploys the varying session interval and information rate.

If the information rate increases, the error function is

decreasing. In this approach, both the information rate and

delay are addressed and the efficiency is improved. Here, the

correlation factor is used to replace the data in the session that

decreases the activity. The data points are selected in LR and

address the error function, and it is denoted as xaP
n0

dt

� �
� d.

(a) Correctness and Replacement Factor (b) Best Fit Solution for Error

Fig. 5 a Correctness and replacement factor. b Best-fit solution for error

Fig. 6 Error and information factor

(a) Sessions (b) Information Rate

Fig. 7 Delay for a sessions, b information rate
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3.3 Interrupt factor

The interrupt factor decreases for the varying sessions and

information rate that deploys by performing prediction.

Here, the prediction is used to find the discrete data in the

smart education system and addresses them, and it is

denoted as
f i

q
0 �vm

� �
� lc oeð Þ. The end-user is used to deploy

the session interaction and decreases the interruption of

data. By performing this, the continuity is carried out and

shows better efficiency, and in turn, the interruption is

decreased. Here, the relationship’s determination is

addressed to detect the observed data and reduce the dis-

crete data. In this processing, the interaction among the

session is evaluated better and deploys the communication.

Here, the delay factor is decreased related to assigning

weights to the data to differentiate the data. This dependent

data provides lesser data allocation compared to explana-

tory data, and it is computed as vi � vmþh0
n0

� �
. The sessions’

activity is used to define the better efficiency and provides

the relationship among the sessions. Here, the information

rate is improved and shows better efficiency for the pro-

posed work. For this evaluation, the prediction model is

developed that deploys the replacement of similar data to

decrease the interruption for the varying sessions [Refer to

Fig. 9(a) and (b)].

3.4 Information rate

Figure 10 shows that the proposed work’s information rate

shows a higher value than the existing three methods. Here,

the correctness is improved that deploys the prediction of

discrete data, and it is denoted as f i þ te
oe

� �
þ vi. The

activity in the sessions is analyzed and identifies the data

points by performing correlation. If the correlation satisfies

the data, then the replacement is done for similar data that

reduces the processing step. This information rate is asso-

ciated with the LR data points and provides data allocation

to the sessions. Here, the discrete data is identified and

continuously deploys reliable sessions. In this information,

the rate is used to evaluate better efficiency and decrease

the interruption. If the interruption is decreased, then the

information rate is improved for the proposed work’s

varying sessions. Here, the relationship is used to address

the explanatory and dependent data related to identifying

the discrete data. The weights are assigned to the data and

provide better processing of the relationship that deploys

the prediction. Here, the preceding data is matched with the

forthcoming data and evaluates the better information rate.

In this processing, the data’s correctness is improved and

shows reliable correlation and differentiation of sessions.

The comparative analysis is presented in Tables 3 and 4 for

sessions and information rate.

The proposed model improves efficiency by 9.3% with

the information rate of 8.68%, further it reduces delay by

11.98% and interrupt factor by 11.59%.

FODAM improves efficiency by 13.83% and reduces

delay and interrupt factor by 10.59% and 11.08%.

4 Conclusion

This paper introduces a flexible observation data analytics

model to improve smart education data concentric ses-

sions’ efficiency. The significance of the observed and

aggregated data is verified for providing better correctness.

The precise session information is examined for its actual

requirement, and the interaction is identified. In this

interaction identification process, linear regression learning

(a) Sessions (b) Information Rate

Fig. 8 Efficiency % for a sessions, b information rate
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is used. The linear regression process predicts the need for

interaction and data requirement based on its correctness.

Depending on this factor, the best-fit solutions are obtained

by mitigating the interrupt data. The non-discrete data is

exploited based on the relationship between the data and

hence the error functions. The replacement without error

reduces the impact of delay and improves the information

rate in different sessions. The performance assessment

shows that the proposed model improves efficiency and

information rate by reducing delay and interrupts.
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