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ABSTRACT 

With the increase in volume of data and presence of structured 
and unstructured data in the biomedical fi led, there is a need 
for building models which can handle complex & non-linear re-
lations in the data and also predict and classify outcomes with 
higher accuracy. Deep learning models are one of such models 
which can handle complex and nonlinear data and are being 
increasingly used in the biomedical fi led in the recent years. 
Deep learning methodology evolved from artifi cial neural net-
works which process the input data through multiple hidden lay-
ers with higher level of abstraction. Deep Learning networks are 
used in various fi elds such as image processing, speech recogni-
tion, fraud deduction, classifi cation and prediction. Objectives 
of this paper is to provide an overview of Deep Learning Models 
and its application in the biomedical domain using R Statistical 
software Deep Learning concepts are illustrated by using the R 
statistical software package. X-ray Images from NIH datasets 
used to explain the prediction accuracy of the deep learning 
models. Deep Learning models helped to classify the outcomes 
under study with 91% accuracy. The paper provided an over-
view of Deep Learning Models, its types, its application in bio-
medical domain. - is paper has shown the effect of deep learning 
network in classifying images into normal and disease with 91% 
accuracy with help of the R statistical package. 
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Introduction

With the increase in volume of data and presence of 
structured and unstructured data in the biomedical filed, 
there is a need for building models which can handle com-
plex & non-linear relations in the data and also predict and 
classify outcomes with higher accuracy.  Deep learning 
models are one of such models which can handle complex 
and nonlinear data and are being increasingly used in the 
biomedical filed in the recent years. 

Deep learning (1, 2) networks or models evolved from 
the artificial neural networks which works on the basis of 
biological nervous system.  Neuron is a centre point of ner-
vous system which processes the information. It contains 
cell body, axon and dendrites. Neurons are connected to 
other neurons through synapses which include axon and 
dendrites structure at the two ends. Neuron receives the 
information from other neurons through its dendrites and 
sends the processed information through its axon. Neu-
rons will be active only if the impulse they receive is above 
the threshold. 

Artificial Neural Networks, like the biological nervous 
system, consists of input, hidden layer and output layer. 
Each layer consists of nodes which is equivalent to neurons 
in biological network. Hidden layer receives inputs from 
the input layer as weighted information and process the in-
formation through activation functions and sends it to the 
output layer. The weights are initially assigned randomly 
and updated based on the data and the network is trained 
several times before processing the final information.  

Deep Learning networks contains more hidden layers 
which are capable of handling vast amount data such as 
pixels in images at higher level abstraction. Deep Learning 
Models are used in various fields such as image processing, 
speech recognition, fraud deduction, classification, seg-
mentation and prediction.

Deep Learning models in
Biomedical domain

Deep Learning models are particularly useful in bio-
medical field (3) due to the nature, type and volume of data 
present in the field. It helps to create predictive and clas-
sification models from the heterogeneous datasets.  The 
Deep Learning models fits well for nonlinear data which 
is not possible with the help of traditional statistical mod-
els and it is capable of handling both structured and non-

Types of Deep Learning Networks

Deep learning models use the following types of net-
works: Convolution Neural Network (CNN), Recur-
rent Neural Network (RNN), Long Short Term Memory 
(LSTM) and Deep Belief Network layers.

Convolution Neural Networks (CNN)

Input Layer and Receptive Fields

In CNN, unlike the fully connected networks, each 
neuron is not connected to the other as it involves too 
many weights & complexities and it is connected to only 
‘receptive field’. Receptive fields are two dimension regions 
in the input image which is used to connect the neurons 
from image to the convolution layer.

Convolution Layer - Filtering and Feature maps

The convolution process is carried out by the convolu-
tion layer (25) which consists of filters or kernel and fea-
ture map. If Input layer is an image with dimension x*y*z 
where x is the height, y is the width and z is the color chan-
nels of the image then a filter for the image can be defined 
with dimension r*s*t where r is the length (< x) and s is 
the width (<y) and t is the color channel (<=z). When the 
filter slides through the full size of the image, it produces 

Figure-1: Convolution Neural Network Architecture

structured data. Deep learning models are especially useful 
for image processing (4-12), predicting the disease from 
the given patient characteristics (13-16), analyse the 
complex structure genomics datasets(17,18,19) and as a 
natural language processing tool to process clini- cal notes 
(20). Deep Learning models are becoming a one of the 
important tools in the field of Precision (20, 21) or 
personalized medicine which focuses on the providing 
treatment at the individual patient level. 

Convolution Neural Networks (CNN) is especially use- 
ful in image processing (7, 23, 24). The convolution net- 
works are widely used due to the availability of Graphical 
Processing Units (GPU). GPUs are capable of processing 
high volume of information at the same time compared to 
the normal Central Processing Units (CPU). The architec- 
ture of the CNN network is given in the figure-1 below and 
also explained in the sections below: 
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feature map of size x-r+1. The feature map with respect to 
an image can be edges and curves etc. If the CNN has 3 
filters, then the filterx slides through the image and CNN 
convolve to produce 3 feature maps. The convolution pro-
cess is also called activation. The feature maps are sampled 
using mean or maximum functions. 

Let us take an example of 4*4*3 image with pixel values 
and show how a 4*4*3 image is filtered and feature map is 
produced through the CNN network. 

a.	 Original image (4*4*3) (length-4, width-4, colour chan-
nel -3)

1 1 0 0

0 1 0 1

1 0 0 0

0 1 0 1

b.	 Filter (2*2*3) – (length-2, width-2, colour channel -3)

1 0

0 1
`

1(o11) 1(o12) 0 0

0(o21) 1(o22) 0  1

1 0 0 0

0 1 0 1

1(f11) 0(f12)

 (f21) 1(f22)

2 2 1

0 1 0

2 0 1

Original image Filter Convolution
Process  

Feature
map

Figure-2: Convolution process – Creation of Feature map for an image by 
sliding image filters of a given size

Convolution process: The figure-2 shows how the fil-
ter of a given size will slide through the first four cells of 
the original image o11, o12, o21, o22 and each element in 
the original image will be multiplied by the correspond-
ing cell elements in the filter f11, f12, f21, f22. For example 
in the first cell of feature map is derived from multiplying 
1*1+1*0+0*0+1*1 = 2. Similarly all the other cells of the fea-
ture map which is of size 4-2+1= 3 (3*3) is obtained.

Activation Layer

After the convolution layer in the CNN network, a non-
linear functions such as tanh or sigmoid or ReLu function 
(26, 27) is used to introduce non linearity in the process 
as convolution layer uses linear functions during its op-
erations. The process is carried out through the activation 
layer. 

Pooling Layer

When the image sizes are large, it is desirable to intro-
duce pooling layer or ‘downsampling’ layer which reduces 

Fully Connected Layer

Fully connected layer (30, 31) is the final layer in the 
CNN which takes the input from the previous layer as vec-
tor with one dimension and outputs the data. 

Drop out layer

Drop out layer (32) is used to reduce the overfitting 
problem in the network as the network will be normally 
tuned to the training data and when new data comes in, it 
might over fit. To avoid over fitting problem, some of the 
activation will be dropped from the layer. It helps the net-
work function work properly even some of the activation is 
dropped and also reduces the over fitting problem.  	

Recurrent Neural Networks (RNN)

Recurrent Neural Networks (33, 34) takes into account 
the present input and as well as the previous input pro-
cessed before it. RNN are capable of learning the depen-
dencies between spatially correlated data such as image 
pixels. It adds memory into the network and creates a se-
quential process. The sequential information is processed 
by the hidden layers of RNN and correlation between the 
two periods of time are calculated and stored. The hidden 
layer in the network maintains a hidden state and updates 
it based on the input layer and previous hidden state. One 
of the problems with the RNN is it difficult to find the 
long-term dependencies due to vanishing gradients during 
back propagation process.

Long Short Term Memory Networks (LSTM)

Long Short Term Memory (LSTM) networks (35, 36) 
overcome the problem of vanishing gradient by preserving 
the errors developed during the past. LSTM networks are 
used in Natural Language Processing, Speech recognition 
and pattern recognition. LSTM networks contain memo-
ry cell, input, output gate (to input and output informa-
tion), forget gate (to drop information) which allows the 
network to maintain its state during the information flow. 
The LSTM models learn the current state and predict the 
future state of the parameters under study. 

Deep Belief Network

Deep Belief Network (DBN) (1) is multi-layer network 
which includes hidden layers which are connected to Re-
stricted Boltzmann Machine (RBM). Restricted Boltzmann 

the special size of the image through max pooling or aver- 
age or L2 norm (mean square norm) pooling (28, 29). The 
same values are considered from each dimension of the 
image during the pooling process which helps to maintain 
the dimension of the image with reduced size. 
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Machines does not have connection between visible nodes but 
only among hidden nodes and enables us to get an unbiased 
sample from the posterior distribution. DBN captures higher 
level representation of input fed from the input layer and as-
signs weights initially and fine tunes through back-propagation. 
Deep Belief Network is used in image processing tasks. 

Deep Learning Model for image
classification & segmentation,
clinical data mining  

Deep Learning models are used in classifying and seg-
menting the images such as X-rays, Mammograms, His-
topathological  images, predicting diseases from the given 
patient characteristics and processing the text in the clini-
cal documents such as clinical notes. The process of each 
model is explained in the following sections 4.1-4.3:

	

Deep Learning Models for Natural Language
Processing  

Deep Learning Models are helpful in analysing vast 
amount of data present in the clinical field in the form of 

Methods 

Compliance with Ethical Standards:

*	 Disclosure of potential conflicts of interest
	 Conflict of Interest:  Author declares that there is no 
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*	 Research involving human participants and/or 

animals:
	 Ethical approval: This article does not contain any 

studies with human participants performed by the 
author

*	 Informed consent 
	 Not Applicable. The study did not involve any human 

participants.
*	 Funding: 
	 This study was not funded by any organization. 

Sample deep learning network using R 
Statistical Package 

clinical notes (20, 41); Deep learning models are preferred 
over the other traditional models as data can trained with a 
single end-to-end model (42-44). Deep Learning models 
learn the features from the language data set and there is 
no need to manually specify and extract the features from 
the language dataset. Deep learning models are useful in 
carrying out tasks such Named Entity Recognition (patient 
name, drug name, city, etc.) or Part of Speech Tagging 
(marking of words according to the category). 

Deep learning models for image classification and 
segmentation 

Deep Learning models are widely used for image classifica- 
tion and segmentation, as it has the advantage over the other 
traditional models due to its processing speed, us- age of less 
resources, higher accuracy of the classification and 
segmentation(37,38). The images are processed through the 
convolution layer to derive the feature maps for the image. The 
nonlinearity is introduced through activation layer and the im- 
age sizes are optimized through the pooling layer. In next stage 
the fully connected layers coverts one dimension vector into 
output. The model uses training and test data set to classify or 
segment the image. The accuracy of classification is measured 
by Accuracy rate (Number classified correctly out of the total 
images) and through the Receive Operating Characteristics 
Curve (True Positive rate vs False Positive rate) 

Deep Learning models for clinical prediction 

Deep Learning model uses the patient data from the 
sources such as Electronic Health Records (39, 40) and 
derive the patient characteristics using learning network 
for predicting the probability of having a disease condi- 
tion(14,15,16). Each layer in the network encompasses a 
higher level of observed patient characteristics which are 
obtained from previous layers. The model uses training 
and test data set to predict the probability of a patient hav- 
ing a particular disease condition or not given the patient 
characteristics. The Receiver Operating Characteristic 
curve and the accuracy of prediction are calculated to de- 
cide the predictive accuracy of the model. 

 

The following example uses R open source statistical 
computing software (45) which is useful for carrying out 
various statistical tests and methods, graphics, text and 
data mining procedures (29). The R software can be 
down- loaded from the software website (45). The R 
software can be used in various integrated development 
environment (IDE) such R-Studio, Eclipse and StatET. 
The R software works with the concepts called packages 
which is a com- pilation of user created codes and can be 
used to perform specific functions. 

The paper uses mxnet (46) package. The data set used 
chest x-ray images from NIH website (47) which is classi- 
fied as normal (no finding) or with some disease for the 
study purpose. Users can also try mammograms images 
database such as DDSM (48), mini-MIAS (49), B-Screen 
(50) and histopathological images from MITOSIS-ATYP- 
IA challenge (51) database. Results are shown for illustra- 
tive purpose only and are not meant to represent the true 
performance of the deep learning model. 

The creation of sample deep learning model starts with 
the creation of working directory (Table-1: Step-1) . The 
X ray images needs to be stored in the respective directo- 
ries for further processing. The images need to be reduced 
in size before converting and stored as Comma Separated 
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pendent and independent variables, convolution layer, 
activation layer and pooling layers are created (Table-2: 
Step-11). The final layer in the model i.e fully connected 
layers is created before starting the model creation (Ta-
ble-2: Step12) which provides the output to the model. 

The model uses the output provided by the previous 
layers and independent and dependent variables to clas-
sify the images into disease or normal images (Table-3: 
Step-13). The final step in the whole process is to test 
and evaluate the accuracy of the model by using predic-
tion function (Table-3: Step-14) which uses the test data 
which was created as a sample from the combined dataset 
(Table-1:Step8).

Steps Description and R code R Code

Step-1 Set working Directory wd = “C:// Normal”
setwd(wd)

Step-2 Call EBImage r –package library(“EBImage”)

Step-3 Define Label and Data frame for normal x-ray images label <- 1
dataframe <- data.frame()

Step-4 Convert the normal x-rays images into CSV files after reducing 
the image size into 36*36 dimension

for(i in 1:length(images))
{
  normalimg <- readImage(images(i))    
  normalimg <- resize(normalimg, 36, 36)
  normalimg1 <- normalimg@.Data
  normalimg2 <- as.vector(t(normalimg1))
  nomralvector <- c(label, nomarlimg2)
  dataframe <- rbind(dataframe,normalvector)
  }	
wd = “C://datafiles”
setwd(wd)
names(dataframe) <- c(“label”, paste(“pixel”, c(1:1296)))
write.csv(dataframe, “normal..csv”, row.names = FALSE)

Step-5 Set working directory, define label and data frame for disease 
x-ray images 

wd = “C://disease”
setwd(wd)

label <- 2
df <- data.frame()
images <- list.files()

Step-6 Convert the disease x-rays images into CSV files after reducing 
the image size into 36*36 dimension

for(i in 1:length(images))
{
normalimg <- readImage(images(i))    
  normalimg <- resize(normalimg, 36, 36)
  normalimg1 <- normalimg@.Data
  normalimg2 <- as.vector(t(normalimg1))
  nomralvector <- c(label, nomarlimg2)
  dataframe <- rbind(dataframe,normalvector)

}
ke = “C://datafiles”
setwd(ke)
names(dataframe) <- c(“label”, paste(“pixel”, c(1:1296)))
write.csv(dataframe, “disease.csv”, row.names = FALSE)

Step-7 Calling the dataset normal <- read.csv(“normal.csv”)
disease <- read.csv(“disease.csv”)
overall<- rbind(normal, disease)
reorded<-sample(overall(1:80),0)

Step-8 Create the Train and test data sets train <- reorded(1:240,)
test <- reorded(241:400,)

Table-1: Conversion of x-ray images into CSV files and creation of Train and Test Data sets

 

Value (CSV) file. The EBimage r package (52) is used to 
convert the normal and disease x ray images into respec- 
tive CSV file after reducing the size of the x images which 
are stored in the respective working directories (Table-1 
:Step2 to Step6). 

Once the data is converted into disease and normal 
CSV file, a combined overall dataset is created and in order 
to create a sample test and train dataset (Table-1: Step 7 
to Step8). 

During the next step the mxnet r package is called to 
start the modelling process by creating the dependent and 
independent variables x and y for both test and train da- 
taset (Table-2: Step9 to Step10). After creating the de- 
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Steps Description and R code R Code

Step-9 Calling MXnet package require(mxnet)

Step-10 Define Dependent and in-
dependent variable from the 
train and test dataset 

train <- data.matrix(train)
train.x <- t(train(,-1))
train.y <- train(,1)

train_x1 <- train.x
dim(train_x1) <- c(36, 36, 1, ncol(train.x))

test <- data.matrix(test)
test.x <- t(test(,-1))
test.y <- test(,1)
test.x1 <- test_x
dim(test.x1) <- c(36, 36, 1, ncol(test_x))

Step-11
Building 3 convolution, 3 acti-
vation and 3 pooling layers 

data <- mx.symbol.Variable(‘data’)
convolution1<- mx.symbol.Convolution(data= data, kernel = c(5,5), num_filter = 25)
activation1 <- mx.symbol.Activation(data= convolution1, act_type = “relu”)
pooling1 <- mx.symbol.Pooling(data = activation1, pool_type = “max”, kernel = c(2,2), stride = c(2,2))
convolution2<- mx.symbol.Convolution(data= data, kernel = c(5,5), num_filter = 30)
activation2 <- mx.symbol.Activation(data= convolution1, act_type = “ relu”)
pooling2 <- mx.symbol.Pooling(data = activation1, pool_type = “max”, kernel = c(2,2), stride = c(2,2))
convolution2<- mx.symbol.Convolution(data= data, kernel = c(5,5), num_filter = 30)
activation3 <- mx.symbol.Activation(data= convolution1, act_type = “ relu”)
pooling3 <- mx.symbol.Pooling(data = activation1, pool_type = “max”, kernel = c(2,2), stride = c(2,2))

Step-12 Building 3 Fully Connected 
layers 

flattendata <- mx.symbol.Flatten(data = pool_2)
fully1 <- mx.symbol.FullyConnected(data = flattendata, num_hidden = 600)
activaton4 <- mx.symbol.Activation(data = fully1, act_type = “relu”)
fully2 <- mx.symbol.FullyConnected(data = activation4, num_hidden =300)
activaton5 <- mx.symbol.Activation(data = fully2, act_type = “relu”)
fully3<- mx.symbol.FullyConnected(data = activation5, num_hidden = 2)
DL <- mx.symbol.SoftmaxOutput(data = fully3)
mx.set.seed(200)
device <- mx.cpu()

Table-2: Creation of independent and dependent Variables and layers 

Table-3: Building Deep Learning Convolution model and prediction model 

Steps Description and R code R Code

Step-13 Building Deep Convolution net-
work model 

model <- mx.model.FeedForward.create(DL, X = train.x1, y = train.y,
ctx = device,
num.round = 30,
array.batch.size = 100,
learning.rate = 0.05,
momentum = 0.9,
wd = 0.00001,
eval.metric = mx.metric.accuracy,
epoch.end.callback = mx.callback.log.train.metric(100))

Step-14 Building Deep Convolution net-
work model  predictions

prediction <- predict(model, test.x1)
predlabels <- max.col(t(prediction))-1 
table(test(,1), predlabels)

Results and discussion

The initial output of the deep learning model is the 
conversion of the images into CSV file and stores them as 
train and test data set. The table-4 shows the sample test 
and train dataset content which are processed by EBimage 
package which are stored in the CSV file. 

In Table 4a and Table4b above, the label indicates the 
type of image label 1-normal image and another is label2-
disease image.

The training models iteration set for 200 in this exam-
ple and after each iteration the training accuracy recorded 
and is shown in the below Table-5 

To evaluate the accuracy and performance of the deep 
learning model, 60% dataset is used for training and 40% 
dataset is used for testing the model. The following Table-6 
provides predicted values in comparison with the actual 
classification diseased vs. normal patient x-ray classification 

From the above table-6, the classification accuracy is 
calculated as 91%.
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Conclusion

This paper has shown the effect of deep learning net-
work in classifying images into normal and disease with 
91% accuracy with help of the R statistical package. Deep 
learning models showed considerable improvement in 
classifying images over the other models in terms of ac-
curacy and speed due to the availability of powerful GPU 
systems.  Deep learning models will play an important role 
in classifying the images in the future which will be of sig-
nificant help to radiologist in reducing the time and pre-
pare the reports. More number of free and large databases 
is required to train the model and increase the accuracy in 
the biomedical domain. 

Table 4a. Sample Train dataset - Conversion of images into CSV file and stored as pixels values

Label pixel.1 pixel.2 pixel.3 pixel.4 pixel.5 ………. pixel.1296

1 0.121917 0 0 0 0.003922 0

2 0.036765 0.047059 0.043137 0.035294 0.027451 0.156327

2 0.03927 0.054902 0.039216 0.035294 0.031373 0.178422

1 0.024837 0.031373 0.031373 0.031373 0.189052 0.003922

Table 4b. Sample Test dataset - Conversion of images into CSV file and stored as pixels values 

Label pixel.1 pixel.2 pixel.3 pixel.4 pixel.5 ………. pixel.1296

2 0.195016 0.055882 0.047059 0.03893 0.03223 0.152982

2 0.039049 0.058824 0.048584 0.039216 0.039216 0.198641

1 0.121917 0 0 0 0.003922 0

1 0.400605 0.003922 0.002397 0.43435 0.456645 0

Table 5. Training Accuracy 

Iteration number Train-accuracy

[1] 0.6705694

[2] 0.6507439

[3] 0.6633542

[4] 0.6866255

… ----

[21] 0.8738582

[22] 0.8920106

[23] 0.8885165

[24] 0.8518872

….

[199] 0.9034987

[200] 0.9414315

Table-6: Actual vs Predicted values for 160 test images

Normal Disease

Normal 70 10

Disease 5 75
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