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Performance Trade-Offs in IoT Enabled Drone
Swarm for Amphibious Landing Operations

Naeem Z. Azeemi, IEEE Council Member for Systems and Sensors

Abstract—IoT enabled armed reconnaissance drones in swarms
can conduct reconnaissance over large areas and launch
coordinated attacks on valuable targets, which could be
particularly useful in amphibious landing missions. Motivated by
the rapid advance of the wireless backhaul technologies, in this
work we demonstrate that the UAVs can share messages and
perform cooperative beam forming for more efficient interference
mitigation—a technique called Coordinate Multi-Point (CoMP) in
the sky. The initial deployment of UAVs from the ground and the
re-deployment of UAVs once an area is searched are also
investigated for trade-offs to reduce energy costs and search time.
Three strategies are compared that are scalable and decentralized,
and require low computational and communication resources.
Once finishing the frequency allocation, we maximize the
minimum distance among subspaces spanned by codebook
matrices obtained in Grassmannian subspace packing scheduling
for the small unit of drone swarm. We expose our result for
throughput-delay trade-off over a single-UAV-enabled network
with GUs’ nominal locations and the UAV trajectories. The
robustness of trade-offs is shown for the maximum transmit
power and the receiver noise power as 20 dBm (0.1 W) and —110
dBm, respectively, while the channel power gain at the reference
distance of 1 m is set as —50 dB. We observed that the optimized
UAV trajectories are tend not only to shorten the communication
distances between the UAVs and their associated GUs, but also to
enlarge the separations of the two UAVSs to help alleviate the co-
channel interference, in the case without power control. Our
outcomes encourage to solve the multi-UAV mobility prediction in
a large-scale system state prediction such as Directional Airborne
Network (DAN). It is observed that the UAV flies close to the two
GUs by following a smooth trajectory with relatively large turning
radii when Emax = 13 kJ; whereas when Emax is increased to 23 kJ,
the UAV’s trajectory tends to approach that without the
propulsion energy constraints. Capable of deployment from the
ground, sea and air, proposed methodology of Synthetic
Interference Matrix (SIM) could play a vital role in challenging
missions including simultaneous and coordinated operation of a
large number of drones that could prove to be very difficult to
defend against.

Index Terms—Drone Swarm, Coperative Network, 5G,
Amphibious Landing, Grassmannian Subspace

I. INTRODUCTION

U nmanned aerial vehicle (UAV) networks need an efficient
routing scheme to form any swarming shape. Such a
routing scheme exchanges the node profile information
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[moving speeds, locations, quality-of-service (QoS)
requirements, etc.] among UAVs to speed up the swarming
process. Hierarchical routing is a classic routing with the goal
to manage large-scale UAV networks and decrease routing
table size in each node. It first separates the nodes into different
groups based on some type of criteria such as node proximity
and task synchronizations [1]. The routing process will find the
group IDs to traverse each time instead of going through each
individual node.

Internet routing was built in a hierarchical style. Figure 1.1
shows the multilevel Internet structure. Users or customers are
first separated into different areas [called Autonomous Systems
(AS)] based on their physical locations or network link states.
Several network areas are connected with an Internet backbone.
Those areas form one AS to several ASes can share the same
upper-level backbone, which are shown as bold lines in
Figure 1.1. Specific routing protocols can operate in different
ASes. In Figure 1.1, there are actually three route levels, i.e.,
intra-area, inter-area, and inter-AS. They are responsible for
transferring packets within the same area, from an area to the
backbone or between different ASes (via backbone),
respectively.

Here the skeleton is defined as the contour that reflects the
approximate shape of the whole UAV swarm. From a geometry
viewpoint, such a skeleton often represents the median axis of
the entire shape. It is typically located in the core area of the
network so it has the most stable routing topology. In other
words, the nodes located in the skeleton do not move as much
as the nodes in the marginal areas during the swarming process.
A virtual backbone of the UAV network can be established by
using the skeleton nodes, and a hierarchical routing topology
can be formed.

Figure 1.1 also shows a general ideal of a UAV network by
utilizing hierarchical routing structure. In this figure, the first-
level routers (which are special UAVs located in the main
skeleton sections) are located in the “trunk”. The second-level
routers are located in the branches of the trunk. Other UAVs
use the second-level routers to reach the first-level routers. The
benefits for such a multilevel routing structure are
straightforward: it is very easy to determine the communication
routes by just searching the closest skeleton UAVSs.

Today, UAVs are of great interest in broad areas of applica-
tions, such as military reconnaissance, firefighter operation,
police pursuit and so forth. The more and more advanced

.N. Z. Azeemi is with Department of Research and Innovation, Skyline
University College, University City of Sharjah, UAE (E-mail:
naeemazeemi@gmail.com; head.ri@skylineuniversity.ac.ae)
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Figure 1.1 UAV network with hierarchical routing
structure.

technologies enable the UAVs to perform tasks with longer
distance, more accurate maneuvering, more efficient

communication qualities and so forth. In this case, the U.S.
Federal Aviation Administration (FAA) and the U.S. Army
have issued well-built standards defining the UAY applications
in detail [1, 2, 3]. Research has been done based on those
regulations and standards for a more reliable and robust aero-
vehicle design.

Motivated by the above new and interesting trade-offs among
the throughput, delay, and (propulsion) energy consumption in
UAV communication and trajectory design, this work aims to
provide an overview on the state-of-the-art results on them. In
particular, we will focus on the use of UAVSs as communication
platforms (e.g., aerial BSs/relays) to serve terrestrial users,
although such fundamental trade-offs also exist similarly in the
other paradigm with UAVs as new aerial users to be served by
the ground BSs in the cellular network.

Omne of the most technological difficulties lies in the topology
strategies of network communications. Currently, the most
common flying strategy of UAVs 1s the single-UAV system.
The UAYV is set off individually, controlled and communicated
by a human through a single-phase, two-way channel. Because
the single-UAV (agent [3, 4, 5]) is relatively short ranged [4, 6,
7], once the command has been issued by the controller, the
drone executes and gives feedback via a wireless network. This
end-to-end communication method has three possible design
flaws:

(1) the communication quality is dependent on the travel
distance of the drone, where the increased distance of the UAV
yields a poorer connection;,

(2) the short-range response time limits this drone from tasks
that require a relatively long distance [5, 8, 9]; and
(3) the drone is not able to respond to the change of aerial
environment intelligently and give feedback in time, so that if
something happened to the drone that terminated the
commanding channel, the UAV-at-large might not be able to
retract back to the user.

Under this circumstance, a new applicable tactic has been
suggested n coping with the abovementioned disadvantages,
namely multi-UAV systems. A brief comparison between
single- and multi-UAV systems 1s illustrated in Figures 1.3 and
1.4. The search range of single-UAV forms a 2D geographical

10.6084/m9.figshare. 14813142

1032

(a) (b)

Blind Spot \1{\
X

Blind Spot

(Covered) Blind Spot

Figure 1.2 Blind spot illustration between (a) single-UAYV and
(b)) multi-UAV systems.

map with relative coordinates x, ¥. Due to the limitation of its
design, it is possible to leave a traceable blind spot on the map.
In contrast, a multi-UAV utilizes a group of small UAVs
working simultaneously on a mission such that the Field of
View (FoV) formed has a depth of zero or a very limited blind
spot.

From [10, 11, 12 ], there are many advantages of multi-UAV
systems: (1) economy, (2) flexibility, (3) continuity, (4)
speediness, (5) higher accuracy, (6) sustainability, and (7) ease
of problem solving.

To solve this problem, Purta et al. suggested a multi-hop
communication method, from which the movement of each
agent 1s determined by its own assigned tasks and by the
behaviors of others. The balanced icosystem rule ensures that
no more than two agents will be working on the same task at
once, while others in the same swarm will either be idling or
working on something else [4, 13, 14]. In Lidowski et al. [7, 15,
16], the geographic greedy perimeter stateless routing (GPSR)
is used for the UAV search mission protocol (USMP). Each
agent is able to track its neighbor’s location with the inner
routing and conflict resolution rule designs.

This method helps avoid existing conflicts and prevent route
overlying. Routing management has become a hot subject in
swarm UAV maneuvering tactics, the major advantages of
which are more movable and more flexible. Thus, the ground
station—based control is no longer feasible due to the ranging
and responding time himitations. Azeemi et al [16, 17 18, 19],
suggested two possible algorithms for an ideal drone package
delivering system. The task assignment is agent based instead
of group based for better time-management purposes. The
provided algorithms were able to achieve linear growth in
package delivery with respect to time: more drones were
deployed, and more tasks were done in a limited period of time.
This method also can be applied to the searching missions in
cases of emergency, catastrophic events and similar civil
activities.

Recently, Amazon proposed a future delivery system called
Prime Air [8, 18, 20, 21], which manages short-range delivery
using drones with facial and voice recognition, opti—cal and
ambient sensors, Global Position System ({GPS) and other
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(a)

(b)

Figure 1.3 These are (a) 3D and (b) 2D geographical maps
captured by single- and multi-UAYV systems, respectivel y.
[Google Map, Municipality Park Vienna]

usable features. The task assignment is designed to be a total
autonomous feedback machine so that it can automatically
communicate with customers, vendors and other agents via an
mnner secured network. The commanding dependency from a
ground station has been largely weakened due to the use of
multi-layer ad hoc network architecture.

A greedy routing algorithm also is used on a variety of
network graphs. It 1s an algorithmic paradigm that follows the
problem-solving heuristic of making the locally optimal choice
at each stage [9, 11, 22] with the intent of finding a global
optimum. In many problems, a greedy strategy does not usually
produce an optimal solution; nonetheless, a greedy heuristic
may yield locally optimal solutions that approximate a globally
optimal solution in a reasonable amount of time.

Despite the advantages of the proposed optimal routing
algorithm, there are some non-negligible caveats with this
method. First, the Open Graph Drawing Framework (OGDF)

10.6084/m9.figshare. 14813142
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Figure 1.4 Communication architectures between UAVs
and the ground station. (a) Centralized. (b) Ad hoc. (¢)
Multi-group. (d) Multi-layer ad hoc networks.

was considered a major code library, which has limited the
system within a simulation phase [23, 24, 25]. Second, with
more nodes in the system, this algorithm was overwhelmed by
the random generated packages [11, 26, 27]. The performance
was sabotaged by the increasing number of test nodes, which
caused the entire system to be less controllable. Finally, the cost
function was not taken into consideration to show if this
application is economically or geographically viable.

In the last decade, during the explosive development of
drones, decentralized communication architectures have been
adapted to operate a one-to-many mode of operating multiple
drones by providing timely air-to-airr and air-to-ground
nformation exchange [28, 29, 30, 31]. This Section presents
four different architecture based on UAVs and ground stations
communication as shown in Figure 1.4. Because most of the
multi-UAV  systems require instant communication, the
communication architectures and protocols are under
reformation from decade to decade. 1.1 et af. introduced four
major communication architectures for networking UAVs, and
the topological differences are shown in Figure 1.2. The multi-
layer ad hoc network works best among all four types with
interchangeable network connections, and the supervising
powers were distributed to the backbone UAVs such that the
ground station only performs as information processing [10,
11,12 32]. In this way, the computation and communication
loads were significantly reduced, which also facilitates a more
robust and reliable ad hoc networking system.

II. UAV COMMUNICATION PROTOCOLS

In November 2017, the FAA launched a national program,
namely the “Drone Integration Pilot Program,” to explore the
expanded use of drones, including Beyond Visual Line of Sight
(BVLoS) flights, mght-time operations, and flights above
people [6]. Wireless communication is an essential enabling
technology of small unmanned aircraft systems (UASs) with
aircraft weight less than 55 pounds (25 kg) [9, 10, 33]. On the
one hand, UAVs need to exchange safety-critical information
with various parties such as remote pilots, nearby aerial
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Figure 2.1 SDN-compatible intelligent directional airborne network.

vehicles, and air traffic controllers, to ensure safe, reliable, and
efficient flight operation. This is commonly known as control
and non-payload communication (CNPC) [11, 12, 13].

A. UAV Swarm Communication and Spectrum Requirement

Enabling reliable and secure CNPC links is a necessity for the
large-scale deployment and wide usage of UAVs. The
International Telecommunication Union (ITU) has classified
the required CNPC to ensure safe UAV operations into three
categories [11, 34, 35].

e Communication for UAV command and control: This
includes the telemetry report (e.g., flight status) from theUAV
to the ground pilot, the real-time telecommand signaling from
ground to UAVs for non-autonomous UAVs, and regular flight
command update (such as waypoint update) for (semi-)
autonomous UAVs.

e Communication for air traffic control (ATC) relay: It is
critical to ensure that UAVs do not cause any safety threat to
traditional manned aircraft, especially for operations
approaching areas with a high density of aircraft. To this end, a
link between the air traffic controller and the ground control
station via the UAV, called ATC relay, is required.

e Communication supporting “sense and avoid”: The ability
to support “sense and avoid” ensures that the UAV maintains
sufficient safety distance from nearby aerial vehicles, terrain,
and obstacles.

The specific communication and spectrum requirements in
general differ for CNPC and payload communications.
Recently, the 3rd generation partnership project (3GPP) has

10.6084/m9.figshare.14813142

specified the communication requirements for these two types
of links [2]. We use an airborne path loss model to determine
the communication parameters, such as power level, queue size,
sending rate, time slot length, and so forth. Moreover, we also
need to achieve the end-to-end routing performance
optimization by establishing a multi-hop directional data relay

Cross-layer directional Medium Access Control (MAC)/

routing/ transport protocol optimization. We suggest

Directional Airborne Network (DAN) plays a critical role in

military applications due to its extended communication range

(>1 km). Figure 2.1 illustrates our suggested architecture of

SDN-based DAN with self-configurable, ML/DL-based cross-

layer protocol design and real-time situation awareness. It has

two novel features:

1. Three design modules between CP and DP: First, we will
need practical protocols to perform “module 1 —reporting”,
which aims to collect network parameters from the DAN.
We suggest using compressive sampling to reduce data
collection frequency while guaranteeing the data resolution
and quality. Second, the “module 2 — learning” executes
ML/DL algorithms to find the intrinsic network patterns
and identify any abnormal events. Third, the “module 3 —
control” uses the learning results to control the network
protocols.

2. Three levels of network management: To manage more
efficiently the directional networking protocols, the
network status/operations are classified into three levels.
The network level is the highest level and takes care of the
entire network’s state estimation and management. For
example, the CP can collect the swarming topology



1035

IEEE Intemet of Things Journal, Vol. 8, Issue 12 June 2021
ISSN 2327-4662

Figure 2.2 Supporting UAV communications with an integrated 5G network architecture.
Source: From Zeng et al. [40].

information and adjust the routing protocol based on the
new network shape. The node level focuses on the control
of each individual node, such as the node mobility and
directional antenna orientation changes. The traffic level
aims to capture the traffic flow’s distnibution in the
network and identify possible congestion regions and
balance the elephant/mice flows™ load allocation in
different links.

B. Potential Existing Technologies for UAV Communications

In this work, we found that in order to support the CNPC and
payload communication in multifarious UAV applications,
proper wireless technologies need to be selected for achieving
seamless connectivity and high reliability/throughput for both
air-to-air and air-to-ground wireless communications in 3D
space. Towards this end, we present four candidate
communication technologies and compared next, including (i)
direct link, (i1) satellite, (ii1) ad-hoc network, and (iv) cellular
network.

1) Direct Link

Due to its simplicity and low cost, the direct point-to-point
communication between a UAV and its associated ground node
over the unlicensed band (e.g., the Industrial Scientific Medical
(ISM) 2.4 GHz band) was most commonly used for commercial
UAVs in the past, where the ground node can be a joystick,
remote controller, or ground station. However, it is usually
limited to LoS communication, which significantly constrains
its operation range and hinders its applications in complex
propagation environments. For example, in urban areas, the
communication can be easily blocked by, e.g., trees and high-
rise buildings, which results in poor reliability and low data
rate. In addition, such a simple solution is usually insecure and
vulnerable to interference and jamming. Due to the above

10.6084/m9 figshare. 14813142

limitations, the simple direct-link communication is not a
scalable solution for supporting large-scale deployment of
UAVs in the future.

2) Satellite Link

Enabling UAV communications by leveraging satellites is a
viable option due to their global coverage. Specifically,
satellites can help relay data communicated between widely
separated UAVs and ground gateways which is particularly
useful for UAVs above oceans and in remote areas where
terrestrial network (WiFi or cellular) coverage is unavailable.
Furthermore, satellite signals can also be used for navigation
and localization of UAVs. In WRC-13, the conditional use of
satellite communication frequencies in the Ku/Ka band has
been approved to connect drones to satellites, and some satellite
companies such as Inmarsat have launched a satellite
communication service for UAVs [11, 36, 37].

3) Ad-Hoc Network

Mobile ad-hoc network (MANET) is an infrastructure-free
and dynamically self-organizing network for enabling peer-to-
peer communications among mobile devices such as laptops,
cellphones, and walkie-talkies. Such devices usually
communicate over bandwidth-constrained wireless links using,
e.g., IEEE 802.11 a/b/g/n. Each device in a MANET can move
randomly over time; as a result, its link conditions with other

Vehicular ad-hoc network (VANET) and flying ad-hoc
network (FANET) are two applications of MANET, for
supporting communications among high-mobility ground
vehicles and UAVs in 2D and 3D networks, respectively [7, 25,
38].

The topology or configuration of a FANET for UAVs may
take different forms, such as a mesh, ring, star, or even a straight
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line, depending on the application scenario. For example, a star
network topology is suitable for UAV swarm applications, for
which UAVs in a swarm all communicate through a central hub
UAYV that 1s responsible for communicating with the ground
stations. Although FANET is a robust and flexible architecture
for supporting UAV communications in a small network, it is
generally unable to provide a scalable solution for serving
massive UAVs deployed in a wide area, due to the complexities
and difficulties for realizing a reliable routing protocol over the
whole network with dynamic and intermittent link connectivity
among the flying UAVs [39, 40].

4) Cellular Network

It 1s evident that the aforementioned technologies generally
cannot support large-scale UAV communications in a cost-
effective manner. On the other hand, it is also economically
nonviable to build new and dedicated ground networks for
achieving this goal. As such, there has been significantly
growing interest recently in leveraging the existing as well as
future-generation cellular networks for enabling UAV—ground
communications [17, 41, 42].

Thanks to the almost ubiquitous coverage of the cellular
network worldwide as well as its high-speed optical backhaul
and advanced communication technologies, both CNPC and
payload communication requirements for UAVs can be
potentially met, regardless of the density of UAVs as well as
their distances from the corresponding ground nodes [43, 44,
45]. For example, the forthcoming fifth-generation (5G)
cellular network is expected to support a peak data rate of 10
Gbps with only 1 ms round-trip latency, which in principle 1s
adequate  for high-rate and  delay-sensitive UAV
communication applications such as real-time video streaming
and data relaying.

Despite the promising advantages of cellular-enabled UAV
communications, there are still scenarios where the cellular
services are unavailable, e.g., in remote areas such as sea,
desert, and forest. In such scenarios, other technologies such as
direct link, satellite, and FANET can be used to support UAY
communications beyond the terrestrial coverage of cellular
networks [46, 47]. Therefore, it is envisioned that the future
wireless network for supporting large-scale UAV
communications will have an integrated 3D architecture
consisting of UAV-to-UAV, UAV-to-satellite, and UAV-to-
ground communications, as shown in Figure 2.2, where each
UAV may be enabled with one or more communication
technologies to exploit the rich connectivity diversity in such a
hybrid network [48].

C. Adaptive Trajectory Constraints

Besides throughput, two important factors also need to be
considered in UAV communication and trajectory design,
namely, delay and energy. First, to maximize throughput, each
UAYV should communicate with a ground user/BS when flying
sufficiently close to it so as to reduce their distance and hence
improve the link capacity. However, this inevitably incurs more
delay in communication due to the UAV movement. Thus, there

10.6084/m9.figshare. 14813142
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1. Assign the mobile sensors S = {s,...,sy} with s; = (pi.fi;. f;
2. Assign the landmarks L = {{,...., in}
3. Assign a partition P= {P,,..., Py}
4. Assigne > 0and set Z; {s;} forie {1,..., N}
5. while Z; # 0 for some i € {1...., N} do
6. pick s; such that Z; is not empty
7. pick s; € Z;
8. fort € L; do
9. if per(s;.f) < per(s;.{) — € then
10. transfer ¢ from L; to L;
I1. endif
12. end for
13. if one or more landmarks have been transferred then
14. Z,' — S\ {A‘,‘}
15. Z; S8 {.\‘j}
16. (pi.i;) + opteov(s;. L, Qi)
17. (pj.ii;) + optcov(s;.L;. Q)
18. else
19. remove
20. end if
21. end while

Figure 3.1 Generalized ALGORITHM for Discrete Lloyd
Descent Drone Swarm Azeemi et al. [11]

is an interesting throughput—delay trade-off in UAV-to-ground
communication [49]. Second, there also exists a new trade-off
between throughput and energy in  UAV-enabled
communication, since the UAV generally needs to consume
more propulsion energy to move closer to the ground users/BSs
in order to gain higher throughput [50]. As commercial UAVs
usually have limited on-board energy, more propulsion energy
consumption leads to shorter endurance of UAVs, thus
mmposing a critical constraint on their practical applications.
Last, the above two trade-offs naturally imply a delay—energy
trade-off, as delay in UAV-to-ground communication can be
reduced if more propulsion energy 1s consumed by the UAV to
move faster to the ground users/BSs it 1s designated to
communicate with.

III. DEPLOYMENT STRATEGIES

The initial deployment of UAVs from the ground and the
re-deplovment of UAVs once an area is searched are
mvestigated to reduce energy costs and search time. Three
strategies are compared that are scalable and decentralized, and
require low computational and communication resources. The
strategies exploit environment information to reduce
unnecessary motion, and reduce diminishing returns and
interference between UAVs:

1) Linear-temporal incremental deplovment (LTID):

This strategy deploys UAVs one at a time with a fixed time
interval between consecutive launches. Longer inter-launch
intervals slow deployment, but decrease the number of
concurrent UAVs. This reduces partial interference and
unnecessary flight by exploiting environmental information
acquired from the expanding network. Once a sub-area of the
environment has been searched, UAV pre-deploy as explorers
to new unexplored areas. Before this re-deployment
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commences, there may be multiple explorers flying into this
sub-area where they are not required, which is reduced with
longer inter-launch intervals. Thus, LTID reduces energy
consumption by reducing interference and unnecessary
movement.

2) Single incremental deplovment (SID):

This strategy is similar to LTID and deploys one UAV at a
time, but waits for the previous UAV to become a beacon before
launching the next. Single incremental deployment reduces
unnecessary flight time because the next UAV will only deploy
once the beacon network has sensed the environment and
perceived if and where a new beacon is required. Thereby,
explorers always fly directly to the de-sired deployment
location. To implement SID, the network communicates if an
explorer is flying. This can be achieved by propagating local
messages across the beacon network. Beacons signal to the
whole team if they perceive a flying explorer and UAVs only
deploy if no signal is received. To ensure only a single UAV
deploys at a time, random timeouts are used. When no flying
explorer signal is present, UAVs wait a short random time
period. If after this period there 1s no flying explorer signal, the
UAV can deploy.

3) Adaptive group size (AGS):

This strategy adapts the density of UAVs, mitially rapidly
deploying UAVSs, every 2-3s. Explorers measure the density of
neighboring UAVs using the irrelative-positioning sensor and
probabilistically land if the density is higher than a predefined
threshold. This decreases the ratio of UAVs, diminishing
returns and interference. UAVs which have landed launch again
when there are no UAVs flying in the vicinity.

IV. RESULTS

The deployment of small cells in coverage holes can
effectively reduce the penetration loss with a large amount of
users. However, the small cell may produce interference to the
users served by other power nodes, and simultaneously be
affected by the interference from surrounding small cells and
macro cells. To solve this problem, a synthetic interference
matrix 1s utilized in resource allocation in our proposed
algorithm, which i1s generated by the frequency and power
distribution in different directions collected by the small cell.
The synthetic interference matrix is extended by the spectrum
sensing matrix in the system.

Figure 4.1 describes a basic model, where an integrated cell
consisting of three sectors 1s surrounded by several power
nodes. We can get the position information of all the power
nodes from operator’s database. In this procedure, the
interferences from other eNBs and small cells are taken into
account. We can fulfill the modelling adaptive interference
detection and frequency angle selection scheme, which can
optimally choose the frequency to use for a small cell A
detailed algorithm can be found in [15, 51].

A. Multi-Cluster Drone Swarm

Once finishing the frequency allocation, the next task is to
consider the multiuser MIMO scheduling for the small cell. The
small cells and users share the same codebook to reduce system
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overhead. We can obtain the codebook by Grassmannian
subspace packing to maximize the minimum distance among
subspaces spanned by codebook matrices. In the meantime, the
users adjust to match the codebook elements and group
themselves according to the channel status. Within one user
group, the scheduling process is based on relative channel
quality, i.e., the instantaneous channel quality condition of the
subscriber divided by its current average throughput. Within
one time slot, the subscriber with the largest relative channel
quality is to be selected. The multiuser MIMO system can
achieve throughput-fairmess tradeoff by considering the relative
channel quality and codebook.

To evaluate the performance of the proposed scheme above,
we simulate three schemes the small cells can be deployed in
contrast: the scheme with randomly distributed RBs, the
scheme with RBs allocated to each user concerning the
interference from macro cells, and our proposed scheme using
the compressed sensing based on cylindrical antenna array.

We have developed Matlab simulation for the 5G HetNet
shown in Figure. 4.1. Figure 4.2a illustrates the spectral
efficiency of conventional linear precoding schemes and the
proposed hybrid one under different SNR conditions.
Apparently the hybrid precoding scheme has a higher spectral
efficiency than the MRT precoding, and thus is more suitable
for realistic mmWave system. We also simulated our proposed
hybrid precoding scheme as well as the linear ZF and MRT by
adopting the null-space method to mitigate inner-tier
interference. As shown in Figure 4.2b, we compare these three
schemes in terms of system throughput while changing the
number of massive MIMO antennas at access points. Massive
MIMO demonstrates a performance improvement in system
throughput, as the increase of antenna number can eliminate the
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Figure. 4.1 Synthetic interference matrix—a typical
set of drone
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Figure 4.2 Performance evaluation. a) System throughput using different schemes. b) Average user data rate with different
numbers of sensing angles. c) Average user data rate with different schemes

interference to the victim users. In addition, the null-space
based hybrid precoding achieves considerable throughput gain
compared to the MRT precoding when antenna number
increases. Figure 4.2 overall justifies that our proposed hybrid
precoding scheme is able to achieve competitive performance
at lower complexity Figure Figure 4.2a shows that our proposed
scheme can significantly enhance the overall system
throughput. Furthermore, the throughputs of all three schemes
tend to be similar when the density of RBs increases. This is
due to the fact that larger density of RBs causes an increased
probability of the inevitable interference. It also demonstrates
that the increase of RBs density enhances the system
throughput.

Figure 4.2b reveals that the system performance is enhanced
along with the increase of sensing angles numbers in the
proposed system. The system can deploy more subscribers at a
single time slot when sensing with more angles. Figure 4.2¢
compares the average user data rate with different schemes and
different sensing angle numbers. We can see the results can
satisfyingly match our expectations.

B. Vulnerability to Trade-offs
In this section, we discuss aforementioned trade-offs in
UAV-enabled communication and highlight the main

differences with their counterparts in traditional terrestrial
communication.

10.6084/m9 figshare. 14813142

1) Throughput-Delay Trade-Off

The throughput-delay trade-off has been extensively studied
for terrestrial wireless communications. For a basic point-to-
point wireless communication link, the maximum achievable
rate over fading channels, defined as the ergodic capacity, is
achieved by coding over a sufficiently large number of channel
coherence mtervals to fully exploit the ergodicity of fading
channels [6]. However, this comes at the cost of long
transmission delay, which may not be tolerable for applications
with stringent latency requirement. On the other hand, channel
coding can be performed over each coherence interval to reduce
the delay, resulting in the so-called delay-limited capacity [6].
However, the delay-limited capacity is in general smaller than
the ergodic capacity for a given fading channel, and outage is
usually inevitable in deep fading [6]. For general multiuser
communication, the multiuser diversity gain can be attained to
improve the network throughput by scheduling the user with the
best channel among all users to communicate in each coherence
interval, whereas this inevitably leads to more significant delay
for each user as the number of users increases [6].

The above results show that there is a general throughput—
delay trade-off for communication over fading channels.
Moreover, it is shown in [7] that there is another trade-off
between the total throughput of a mobile ad-hoc network
(MANET) and the average delay tolerable by the users in the
network due to the random user movement, as each user needs
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to wait before communicating with each other until they
become sufficiently close. By contrast, in UAV-enabled
communication, channel fading is no longer a key factor
contributing to the throughput-delay trade-off thanks to the
LoS-dominant channels. Instead, the mobility of UAVs plays
the decisive role in such a trade-off, as the UAV-to-ground Lo3
channels are solely determined by the distances between the
UAYV and ground users, which critically depend on the UAV’s
location. However, in sharp contrast to the random user
movement in a MANET, where the delay is random and
difficult to predict [7], the delay in UAV-enabled
communication can be properly controlled via a joint UAY
trajectory and communication scheduling design. Moreover,
another key difference lies in the time scale of the delay
between the terrestrial communication and UAV-to-ground
communication: in the former case, the delay is measured in
terms of channel coherence time, e.g., in milliseconds, while in
the latter case, the delay is mainly due to the UAV flying time
(distance divided by speed), e.g., in seconds or minutes. As a
result, in order to fully exploit the throughput—delay trade-off
via trajectory design in UAV-enabled communication, the
application needs to be more delay-tolerant as compared to that
in terrestrial communication [8].

2) Throughput-FEnergy Trade-Off

The throughput-energy trade-off in the traditional wireless
communication 1s fundamentally rooted in the Shannon
capacity formula, which explicitly suggests that the achievable
rate increases monotonically with the transmit power [6]. One
useful performance metric stemming from this trade-off is
“energy efficiency,” which measures the number of information
bits that can be successfully communicated per unit energy
consumption. If only the transmit energy is considered, it is well
known that the energy efficiency monotonically increases with
the decrease of the transmit rate/power [6], while if the circuit
power at the transmitter 1s considered as well, it is shown in [9]
that the energy efficiency first increases and then decreases with
the transmit rate/power.

In UAV-enabled communication, the propulsion energy
(usually in the order of kilowatts (kW)) required to maintain the
UAVs aitborme and support their high mobility 1s generally
orders of magnitude higher than the transmit and circuit energy
for communication (usually in the order of watts (W) or even
smaller). As a result, the effect of propulsion energy on the
UAV trajectory 1s the dominant factor determimng the
throughput—energy trade-off in UAV-enabled communication.
For example, to enhance the throughput, each UAV needs to fly
over a longer distance with a faster speed so that it can reach
each of its served ground users as close as possible and stay near
them as long as possible, given a finite flight duration, in order
to exploit better LoS3 channels with them. Moreover, each UAV
may also need to adjust its altitude and/or make sharp turns to
avoid blockages in the directions of its served ground users. All
these can lead to more significant propulsion energy
consumption. As a result, for UAV-enabled communication,
the energy efficiency is more appropriately defined in terms of
information bits per joule (J) of propulsion energy, rather than
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that of transmit/circuit energy in traditional wireless
communication Such a new metric has a high practical
significance, as it indicates the maximum number of
information bits that can be communicated with a finite amount
of the UAV’s on-board energy.

3) Delay—FEnergy Trade-Off

As discussed in the above two subsections, the throughput—
delay and throughput-energy trade-offs in UAV-enabled
communication exhibit interesting new aspects compared to
their traditional counterparts in terrestrial communication. Asa
result, their corresponding delay—energy trade-offs are also
drastically different due to the new UAV trajectory design and
the high UAV propulsion energy consumption. For example, to
reduce the delay in movement and transmission, each UAV
should fly between its served ground users with its maximum
speed, but remain at its minimum speed (e.g., hovering) when
serving them in its proximity, both resulting in more propulsion
energy consumption in general.

In the following two sections, we will focus on examining
the throughput-delay and throughput-energy trade-offs,
respectively. Since the delay—energy trade-off becomes
straightforward given the above two trade-offs, it 1s omitted for
brevity. We will provide concrete examples to illustrate them
more clearly, provide overviews on their state-of-the-art results,
and also point out promising directions for future research.

C. Vulnerability to Throughput-Delay Trade-Off

In this section, we investigate the joint UAV trajectory and
communication design to characterize the throughput-delay
trade-off. Specifically, we first consider a simple setup with one
UAYV serving two ground users (GUs) to draw useful insights.
Then, we extend our study to the general case with multiple
UAVs serving multiple GUs, followed by further discussions
on related/ future work.

1) Single-UAV-Enabled Wireless Network

We consider a UAV-enabled downlink communication
system where one UAV is employed to serve two GUs in a
finite period of T seconds. The UAV is assumed to fly at a
constant altitude of H in meters with the maximum allowable
speed denoted by Vi in meters per second (m s71). The air-to-
ground channels from the UAV to the GUs are assumed to be
dominated by the LoS links. As such, it is preferable to let the
UAV fly as low as possible in order to reduce the signal path
loss with the GUs. However, the minimum value of I is
practically limited for terrain or building avoidance. The two
GUs are assumed to be quasi-stationary with a distance of D
meters between their nominal locations, where we assume that
their maximum movement distances from their respective
nominal locations within the given period T are negligible
compared to D and the UAV altitude H; thus, their effects on
the corresponding L.oS channel gains are ignored. We consider
that the UAV communicates with GUs via time-division
multiple access (TDMA), i.e., only one GU is scheduled for
communication at any time instant. To serve GUs continuously
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Figure 4.3 Throughput—delay trade-off for a multi-UAV-enabled wireless system with IUIC. The GUs” nominal locations are
marked by ‘0’s and the UAV trajectories are marked by ‘* ’s. The simulation parameters are set to be the same as those in
Figure 4.2. The user common throughput is denoted by Recom in bps/Hz.

in a periodic manner, we assume that the UAV needs to retumn
to its initial location by the end of each flight period T while the
initial location can be optimized for maximizing the throughput.
To ensure fairness among GUs, we aim to maximize the
common (minimum) throughput among the GUs via jointly
optimizing the UAV trajectory and communication scheduling.
The UAV’s optimal trajectories projected onto the ground plane
under different flight periods, T. It is observed that, as T
increases, the UAV tends to fly closer to the two GUs, while
when T 1s sufficiently large (e.g., T = 100 s), the UAV flies
between the two GUs with its maximum speed to save more
time for hovering right above each of them to maintain the best
channel for communication.

Furthermore, at any time instant, to maximize the throughput,
the GU that is closer to the UAV (thus with a better channel) is
scheduled for communication, while the other GU has to wait
until the UAV flies closer to it again. As such, cach GU will
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experience awaiting time of T2 for communicating with the
UAYV periodically. We illustrated the user scheduling and
plotted over time. It is observed that a larger T leads to a longer
waiting time for each GU.

Finally, the achievable common throughput in bits per
second per Hertz (bps/Hz) versus T. Note that the throughput
upper bound is obtained by ignoring the time spent on traveling
between the two GUs, which holds when T goes to infinity. In
addition, the throughput of a static UAV is obtained by fixing
the UAV at the middle location between the two GUs at all
times. One can observe that, compared to the case of a static
UAV, the common throughput can be significantly improved as
T increases with a mobile UAV. However, such a throughput
gain is at the cost of increasing the user delay (or larger T),
which thus reveals a new throughput—delay trade-off in UAV-
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Figure 4.4 Throughput—energy trade-off for a single-UAV-enabled network with two GUs. The GUs” nominal locations
are marked by “0’s and the UAV trajectories are marked by *» ’s. For the propulsion power consumption model in [10],
the constants ¢; and ¢; are set as 9.26 x 10—4 and 2250, respectively. The simulation parameters are set as follows: V pax
=50m s, Viin=5m s}, amax = 5 m s72, and T = 120 s. Other parameters are set to be the same as those in Section III

enabled wireless network.

2) Multi-UAV-Enabled Wireless Network

The use of multiple UAVs for cooperatively serving the GUs
is an effective solution to improve the throughput—delay trade-
off over the single-UAV-enabled network, by dividing the GUs
into smaller-size groups, each served by one of the UAVs. To
demonstrate this, we consider a multi-UAV-enabled downlink
transmission system as shown in Figure 4.3(a), where two
UAVs are employed to serve a group of K GUs in a finite period
of duration T. To achieve high spectral efficiency, we consider
a spectrum sharing system, where the UAVs share the same
frequency band for communication and each of the UAVs
serves its associated GUs via the periodic TDMA. As such,
each GU suffers from severe interference from other non-
associated UAVs due to the LoS channel, which needs to be
effectively mitigated by employing inter-UAV interference
coordination (IUIC) via jeintly designing the UAV trajectories,
transmit power and user associations.

We aim here to maximize the common throughput of all GUs

10.6084/m9.figshare. 14813142

with optimally designed IUIC. However, this problem is a non-
convex optimization problem involving infinite variables due to
the continuous UAV trajectory. To tackle this problem, we first
apply time discretization to divide the UAV flight period into a
finite number of equal-time slots, each with a nominal location
of the UAV. Then, we apply the block coerdinate descent
(BCD) and successive convex approximation (SCA)
optimization techniques to obtain a suboptimal solution to the
IUIC design [10]. As an initial UAV trajectory is needed for our
algorithm, we adopt a simple and yet practical circular UAV
trajectory for initialization [10]. For the purpose of illustration,
we consider a setup with K = 6 GUs. Specifically, we show the
optimized UAV trajectories without and with power control in
Figure 4.3(b) and (c), respectively, for T = 120 s. In the former
case, both UAVs transmit with their maximum power at all
times. [tis observed from Figure 4.3(b) that the optimized UAV
trajectories tend not only to shorten the communication
distances between the UAVs and their associated GUs (e.g.,
from t= 0 to t =20 s), but also to enlarge the separations of the
two UAVs to help alleviate the co-channel interference (e.g.,
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fromt = 40 s to t = 60 s), in the case without power control.
However, at certain pairs of UAV locations, enlarging the
UAVS’ separation 1s achieved at the cost of compromising
direct link gains, especially when the UAVs are flying on their
ways to serve two GUs (e.g., the two nearby GUs around the
center in Figure 4.3(b)) that are close to each other.

In contrast, for the case with power control, it is observed
from Figure 4.3(c) that the optimized UAV trajectories do not
tend to compromise the direct link gains in return for large
distance separation. This is because power control can help
avoid strong interference even when the two UAVs have to be
close to each other {e.g., when serving the two nearby GUs
around the center).

As a result, the common throughput is substantially
improved over the case without power control, as shown in
Figure 4.3(d). In addition, an orthogonal UAV transmission
scheme is adopted for comparison where the two UAVs take
turns to transmit information to serve GUs over orthogonal time
slots, and the system is then interference-free. One can observe
that, for short flying time T, which implies limited UAV flying
ranges, the orthogonal transmission even achieves higher
throughput than those non-orthogonal schemes, since the latter
suffers from severe interference between the UAVs. However,
as T increases, the proposed joint design significantly
outperforms the orthogonal transmission, since the UAVS’
trajectories can be more flexibly designed to enlarge the inter-
UAYV distance such that the spectrum can be better reused by
the two UAVs with small interference. Finally, it is also
observed that the user throughput in the multi-UAV network 1s
significantly improved over the single-UAV network at the
same delay, thus verifying the improved throughput-delay
trade-off via effective multi-UAV cooperation with optimized
IC.

D. Vulnerability to Throughput-Energy Trade-Off

In this section, we investigate further the throughput-energy
trade-off in UAV-enabled communication and trajectory
design First, we discuss the energy consumption models of
UAVs. Then, we revisit the single-UAV-enabled system
described by taking into account the UAV’s propulsion energy
consumption, followed by discussions on other related work
and future research directions.

1) UAV Propulsion Energy Consumpltion Model

Fixed-wing and rotary-wing UAVs are the two main types of
UAVs that have been widely used in practice. Both of them
possess respective unique sets of advantages and limitations
that render them more or less suitable for different applications.
To investigate the throughput-energy trade-off n UAV-
enabled communication, the UAV’s propulsion energy
consumption needs to be properly modeled first. Towards this
end, two analytical propulsion power models have been
presented for fixed-wing and rotary-wing UAVs in [11] and
[10], respectively. In general, the propulsion power required for
the UAV depends on its velocity (including both the flying
speed and direction) as well as the acceleration. In  Figure 4.5,
the typical propulsion power consumption versus the UAV’s
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flying speed is illustrated for both fixed-wing and rotary-wing
UAVs. In both cases, it is observed that, as the UAV’s flying
speed increases, the corresponding propulsion power required
first decreases and then increases, which implies that flying at
too high or too low speeds is not energy-efficient. Furthermore,
flying at a very low speed is extremely energy-consuming and
even impossible for fixed-wing UAVs in practice, which
renders them very difficult to hover over a small geographical
area to serve GUs, while this is not an issue for rotary-wing
UAVs. However, rotary-wing UAVs suffer from consuming
excessive propulsion power when the UAV’s flying speed is
very high, which makes them inefficient for tasks over a wide
geographical area. In practice, fixed-wing and rotary-wing
UAVs can be both leveraged simultaneously to enhance the
communication efficiency.

For example, a promising UAV-enabled networking
architecture is to deploy rotary-wing UAV-enabled BSs
hovering at well-selected locations for establishing signal
hotspots and at the same time to dispatch fixed-wing UAV-
enabled BSs flying around periodically for wider coverage and
higher throughput.

2) Energy-Constrained Trajectory Optimization

As shown in Figure 4.4(a), we consider the same UAV-
enabled two-user system for a given UAV flight period T where
the UAV has a limited on-board energy, and thus the maximum
propulsion energy that can be consumed during this period 1s
denoted by Ena . For the purpose of exposition, we consider a
fixed-wing UAV with the minimum speed and maximum
acceleration denoted by Vg, in m s and a max in m s72,
respectively. Similarly, we consider the common throughput
maximization for the two GUs via jointly optimizing the UAV
trajectory as well as the user scheduling, and subject to the new
UAV’s total energy constraint and the mobility constraints (on
its speed and acceleration).

In Figure 4.4(b), we plot the UAV’s optimized trajectories
under different constraints on the propulsion energy. Tt is
observed that the UAV flies close to the two GUs by following
a smooth trajectory with relatively large turning radii when Emax
= 13 kI, whereas when E,. 1s increased to 23 kJ, the UAV’s
trajectory tends to approach that without the propulsion energy
constraint shown in Figure 4.3(b). This is because, in the latter
case, sharp turning in the flight direction to quickly shorten the
UAV-GU distance requires more propulsion energy
consumption.

Furthermore, the UAV’s flying speeds over time in the above
two cases are illustrated in Figure 4.4(c). It is observed that, in
the first case, the UAV’s flying speed does not vary much
around 30 m s ! during the total period due to the limited
propulsion energy; while in the latter case, with more available
energy, the UAV first flies at the maximum speed (50 m s™) to
get close to each of the GUs and then hovers around the GU at
the minimum speed (5 m s!), so as to maximize the throughput.

Finally, the achievable throughput versus the propulsion
energy is plotted in Figure 4.4(d). The throughput upper bound
is obtained by ignoring the propulsion energy constraint, which
1s the same as that in Figure 4.3(d) under the same T. The
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throughput lower bound is achieved by the initial circular
trajectory [12] with the UAV’s speed equal to 30ms™. Cne can
observe that the common throughput can be significantly
improved at the cost of more propulsion energy consumption.
In particular, as the propulsion energy increases, the common
throughput first increases rapidly and then approaches a
constant that is strictly lower than the throughput upper bound.
This 1s because, in addition to the propulsion energy constraint,
the practically achievable throughput is also subjected to the
UAV’s mobility constraints on the minimum speed and
maximum acceleration.

V. CONCLUSION

In this work we presented several state-of-the-art spatio-
temporal trade-offs prediction models and particularly explored
the use of DNNs in a large-scale system state prediction such as
Directional Airbome Network (IDAN). Those methods also
could be employed to solve the multi-UAV mobility prediction
problem. Several strategies and evaluation metrics were
discussed that can be used to implement a DNN in the UAY
domain. DAN plays a critical role in military applications due
to its extended communication range (=1 km). Besides
orthogonal multiple access schemes such as TDMA considered
for multiuser communications, non-orthogonal multiple access
schemes based on Superposition Coding (SC) or dirty paper
coding can be jointly designed with the UAV trajectory to
turther improve the throughput—delay trade-off and achieve the
capacity limits of UAV-enabled wireless networks. For
example, a two-user broadcast channel (BC) 1s also studied in,
where it is shown that a simple and practical “Hover-Fly—
Hover” (HFH) trajectory with SC achieves the capacity region.
However, whether similar results hold for a UAV-enabled BC
with more than two users or other multiuser channel models still
remains an open problem that is worth investigating in future
work.

Furthermore, in our study above, the user delay is roughly
measured in terms of the UAV flight period. However, the
delay requirements in 5G networks may vary dramatically in
time scale, from milliseconds (e.g., for online gaming/video
streaming) to seconds or even minutes (e.g, for large file
sharing/sensor data collection). Thus, how to model such
heterogeneous delay requirements and design the joint UAV
trajectory and communication resource allocation to efficiently
meet them is also an important problem for future research. For
the multi-UAV-enabled network, we propose the IUIC as an
effective technique to mitigate the strong oS interference by
exploiting the coordinated multi-UAV  trajectory  design.
Alternatively, motivated by the rapid advance of the wireless
backhaul technologies, the UAVs can share messages and
perform cooperative beam forming for more efficient
interference mitigation—a technique called Coordinate Multi-
Point (CoMP) in the sky. It is worth noting that the
methodology for designing the optimal UAYV trajectories for
CoMP is generally different from that for IUIC. For example,
to maximize the cooperative beam forming gain in CoMP, it
may be desirable to let some UAVSs form a {leet to serve the Gus
along the same trajectory, while this is apparently undesired in
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the IUIC case due to the inter-UAYV interference. Another
important issue worthy of further investigation is how to
dynamically adjust the UAV trajectories according to the GUs’
movements to improve their throughput and/or delay
performances. The throughput—energy trade-off can be further
extended by taking the GUs’ energy consumption into account,
e.g., in the application of UAV-enabled data collection in IoT
networks. Since [oT devices are generally of low power and
limited battery life, how to prolong their lifetime 1s critical for
the sustainability and proliferation of future IoT ecosystem.

Thanks to the controllable mobility, a UAV-enabled mobile
data collector can move sufficiently close to the ToT devices,
such as sensors or tags, to collect their data with minimum
transmit energy. However, this will incur more propulsion
energy consumption of UAVs, which implies an interesting
new perspective in the throughput—energy trade-off in UAV-
enabled communication. On the other hand, the UAVs’ energy
supply can also be provisioned by means of other technologies
such as solar energy harvesting and laser-beamed wireless
power transfer by ground chargers. However, these
technologies generally bring new design considerations that
need to be further studied. For example, for solar-powered
UAVs, while increasing the flying altitude will lead to higher
path loss, it helps harvest more solar energy to support more
flexible trajectory design to adapt to the GUs’ dynamic
locations and communication requirements. As such, the
throughput—energy trade-off in UAV-enabled communication
needs to be revised with carefully designed altitude control.
Furthermore, in the case of multiple UAVs cooperatively
serving the GUs, besides their communication cooperation
through TUIC or CoMP, the design of multi-UAYV trajectories
also needs to consider their individual energy availability. For
example, the propulsion energy consumptions of different
UAVs should be balanced via cooperative trajectory design to
maximize therr endurance from a UAV network lifetime
maximization perspective.

Tt is worth pointing out that, besides the three trade-offs
considered in this work, there exist other important design
considerations in UAV-enabled communication, which have
not been fully explored yet and thus require further
investigations. These may include, for example, the deployment
cost of mobile UAVS, their wireless backhaul constraints, as
well as the severe air-to-ground interference issue due to the
LoS-dominant channels. For example, using multiple
collaborative UAVs, each equipped with multiple antennas/
full-duplex functionality, can largely improve the system
throughput and/or reduce the user delay, while the system
complexity and cost are also inevitably increased, which leads
to the complexity/cost-throughput/delay trade-off.

On the other hand, the UAV-to-ground LoS channel model
is only appropriate for rural or suburban areas or when the UAV
altitude 1is sufficiently high. However, for other cases, such as
in urban environments, other air-to-ground channel models,
such as probabilistic LoS model and Ricean fading model, are
more suitable. It is worth noting that such non-LoS channel
models may have significant impacts on the optimal UAV
trajectory design in UAV-enabled wireless networks. For
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instance, lowering the UAV’s flying altitude under the
probabilistic LoS channel model generally decreases the
probability of having LoS links with GUs, while it is always
beneficial under the LoS model. As a result, a more complex
3D trajectory optimization problem (as compared to the 2D
design in our typical scenario under the LoS model) needs to be
investigated. Moreover, although the presence of LoS links
makes the UAVs well suitable for 5G technologies such as
millimeter wave (mmWave) and massive multiple input—
multiple output (M-MIMO) communications, the severe air-to-
ground interference issue and 3D mobility-induced Doppler
Effect deserve more investigations in the future.
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